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Editorial Preface 

Advance Sustainable Science, Engineering and Technology (ASSET) 

Volume 6 Number 2 April 2024 

 

We are delighted to present Volume 6 Number 2 of Advance Sustainable Science, Environmental 
Engineering, and Technology (ASSET). This issue comprises 25 manuscripts that showcase a diverse 
range of research studies across various fields. 

The publication features insightful research, including a spatial analysis of accessibility levels for the 
Bobo Village community in the Lore Lindu National Park area, the optimization of biogas liquid waste 
from livestock manure for renewable energy through Microbial Fuel Cell (MFC) technology, and a 
comparison of optimizer strategies to enhance emotion classification in IndoBERT models. 

Additionally, this volume includes studies on implementing a data layer in a blockchain network using 
the SHA256 hashing algorithm, aspect-based sentiment analysis on electric motorcycles, and the 
identification of chatbot usage in online store services using natural language processing methods. 
The publication also covers the implementation of the Adaboost method to increase the accuracy of 
early diabetes predictions based on decision trees, as well as the identification of landslide-prone 
areas using the Schlumberger configuration geoelectric method. 

Other topics addressed in this volume include enhancing web server security against layered cyber 
threats in healthcare, implementing blockchain for publishing and verifying digital certificates in 
EduTech, and a bottled water distribution system using web-based distribution requirement planning 
and trend moment algorithms. Supplier selection modeling and analysis in the metal casting industry 
using Analytical Hierarchy Process, prediction of the birth rate of babies at regional hospitals using the 
Naïve Bayes algorithm, and the development of website-based stunting prevention educational media 
services are also covered. 

Furthermore, this volume includes studies on utilizing data mining techniques to analyze changes in 
the purchase behavior of batik customers, analyzing hero performance in Mobile Legends with the K-
Nearest Neighbors approach, and project delay factor analysis using the Fault Tree Analysis (FTA) 
method and rescheduling with the Critical Path Method (CPM) in ducting manufacturing projects. 
Additionally, it discusses protein concentrate from tuna head waste, MERN implementation in online 
quiz applications to recognize and avoid social media hoaxes, and analysis of improving the quality of 
Fatty Acid Methyl Ester (FAME) products against Acid Value (AV) levels using the Six Sigma and Kaizen 
methods. 

The publication also covers the optimization of sample warehouse layout, habitat suitability analysis 
for Macaca Tonkeana, sustainability strategies of traditional Vannamei shrimp cultivation, design of a 
mobile-based wedding information and booking system using Backend as a Services (BaaS) on the 
Android platform, and a portable low-cost home sleep monitor using Wemos D1 Mini. 

We extend our sincere thanks to all 83 authors from various esteemed institutions including Tadulako 
University, Tadulako, Central Sulawesi; Institut Sains Teknologi dan Kesehatan ‘Aisyiyah Kendari, 
Southeast Sulawesi; Universitas Halu Oleo, Kendari, Southeast Sulawesi; Universitas Siliwangi, 
Tasikmalaya, West Java; Universitas Dian Nuswantoro Semarang, Central Java; Politeknik STMI Jakarta, 
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Jakarta; Institut Teknologi dan Bisnis Nobel Indonesia; Universitas Pamulang, Banten; Universitas 
Islam Negeri Sunan Kalijaga, Yogyakarta; Universitas Muhammadiyah Gresik, Gresik; Universitas 
Pembangunan Nasional “Veteran” Jawa Timur, Surabaya; Universitas Kristen Krida Wacana, Jakarta; 
Satya Wacana Christian University; BMKG (Badan Meteorologi, Klimatologi, dan Geofisika), Indonesia; 
and Indian Institute of Technology Jodhpur, Jodhpur, India. 

We hope that this publication will serve as a valuable resource for researchers, academicians, and 
practitioners in advancing sustainable science, engineering, and technology. Through these collective 
efforts, we aim to contribute significantly to the body of knowledge and promote sustainable practices 
in various fields. We look forward to continued collaboration and the exchange of ideas in future 
editions of ASSET. 

Thank you once again to all the authors, reviewers, and contributors for their valuable contributions 
to this volume. 

 
 
 

April 2024 

Assoc. Prof. Mega Novita 

Asst. Prof. Rizky Muliani Dwi Ujianti 
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Abstract. This research aims to determine the level of community accessibility in the Lore Lindu 

National Park Conservation area and determine the level of community accessibility in reaching 

areas that have been selected based on the provisions of the Cooperation Agreement (PKS) 

between Lore Lindu National Park and the Bobo Village Government in 2021. This research 

uses spatial analysis with five variables: land use, slope, and distance from roads, rivers and 

settlements. Determining the weight of each variable uses the Analytical Hierarchy Process 

(AHP) method with sources from the Bobo Village community and the Bobo Village 

Conservation Management Institute. The research results show that with the AHP method, land 

use has a significant effect on the level of community accessibility with a weight of 52.3%, 

followed by other parameters, namely slope of 26.8%, distance from the main road of 11.3%, 

distance from the river is 3, 4%, and distance from settlements is 6.2%. Furthermore, three 

classes of accessibility levels for the Bobo Village community were obtained: low level covering 

an area of 390.94 ha (96%), medium level covering an area of 17.76 ha (4%) and high level 

surrounding an area of 0.11 ha. (0%). 

Keywords: Accessibility, Community, Conservation area, Analytical Hierarchy Process 

(Received 2024-01-01, Accepted 2024-01-12, Available Online by 2024-02-08) 

1.  Introduction  

As one of the largest archipelagic countries in the world, Indonesia has extraordinary natural wealth [1], 

including forest areas that play an important role in preserving the environment and human life. People's 

dependence on forest areas in Indonesia is reflected in various aspects of daily life. Economically, forests 

provide abundant natural resources, such as wood, non-timber forest products and traditional medicinal 

plants [2]. Local communities often depend for their livelihoods on activities such as agriculture, 

plantations and grazing around forest areas [3].  

Community access to forests is important in maintaining the balanced use of natural resources. 

According to [4], communities around forests often have rights and traditions in utilizing forest 

https://doi.org/10.26877/asset.v6i2.
mailto:nurulistiqamahabu@gmail.com
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resources to meet their daily needs. However, it should be noted that forest use that is not well managed 

can contribute to higher deforestation rates [5]. Legal access to the community refers to recognizing 

access rights to natural resources as regulated by applicable laws or regulations [6]. This step is carried 

out to regulate and facilitate the community's use of natural resources per established regulations. 

The level of accessibility of forest communities is an important factor that enables communities to 

efficiently manage and utilize the natural resources available in forest areas [7]. Communities around 

forests often face challenges with accessibility to forest resources, which can affect their welfare [8]. 

Several findings show that the lack of community access to forests, the large amount of critical land that 

has not been utilized in and around forest areas [9], and the lack of incentives provided by the 

government to forest communities can cause poverty in villages around forests to continue [10]. 

Based on the Decree of the Minister of Forestry Number SK.869/Menhut-II/2014, Lore Lindu 

National Park (TNLL) is located in Central Sulawesi and has an area of around 215,733.7 Ha [11]. TNLL 

applies the concept of community-based collaborative management as a reference in managing 

conservation areas as outlined in the Decree of the Director General of KSDAE Number 

456/KSDAE/SET.REN.2/8/2017. In 2018, through a conservation partnership program, the Lore Lindu 

National Park Center provided the community access to non-timber forest resources and environmental 

services in the conservation area [12]. In 2021, the TNLL Center, with the support of Forest Program III 

Sulawesi, became a facilitator by taking a conservation partnership approach so that 56 Conservation 

Partnership Cooperation Agreements (PKS) were established between the village government and the 

Lore Lindu National Park Center [13]. 

Bobo Village is a village in Palolo District, Sigi Regency, Central Sulawesi Province and is one of 

the supporting villages of Lore Lindu National Park [13]. Bobo Village has collaborated with the TNLL 

Center, which regulates conservation partnerships in the context of community empowerment through 

providing access to the collection of Non-Timber Forest Products, namely sugar palm and candlenuts 

and Traditional Cultivation in the traditional zone of Lore Lindu National Park [14]. This aims to 

increase community income without disturbing the sustainability of conservation areas [15]. 

Communities around conservation areas need to be considered because the community still depends 

on conservation areas. [12] stated that the use of forest resources by local communities in the Lore Lindu 

National Park conservation area is still relatively high even though formal regulations prohibit the 

exploitative use of forest resources. The presence of the community is a threat factor in the management 

of conservation areas, such as encroachment, shifting cultivation, gold mining without permits (PETI) 

and so on [16]. 

This research on spatial analysis of the level of community accessibility is important to determine 

the level of community accessibility in the Lore Lindu National Park Conservation area and to assess 

the extent of community accessibility in reaching areas that have been determined by the provisions of 

the Cooperation Agreement (PKS) using the Geographic Information System (SIG) [17]. This research 

can evaluate whether the community accesses the Community Conservation Agreement (KKM) area by 

the agreement or whether there is a tendency to carry out activities outside the area boundaries stipulated 

in the agreement. 

 

 

 

 

 

 

 

 

 

 
 

Figure 1. Map of research location 
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2.  Research methods 

2.1 Research Location and Time 

The research location covers the administrative area of Bobo Village, which is geographically 

located at 120°00'11.0" East Longitude and 1°07'18.1" South Latitude. The area of Bobo Village is 

408.83 ha. The research was conducted from August to December; the stages began with distributing 

questionnaires to respondents, processing data, and writing up research results.  

2.2 Tools and Materials 

The tools used in this research were writing tools, calculating tools, and a set of computers, ArcGIS 

version 10.8, Global Positioning System (GPS), camera, and Microsoft Office. The material used is 

Sentinel imagery. Other data used are a digital map of Bobo Village's landform, an administrative map 

of Bobo Village, a road access map, and a slope map. 

2.3 Data Collection and Analysis 

Data collection in this research is by field measurements/observations and interpretation of maps. 

The types of data are land use data sourced from Citra Sentinel 2A, slope sourced from DEMNAS, 

distance from roads sourced from the Indonesian Earth Map (RBI), distance from rivers sourced from 

the Indonesian Earth Map (RBI), and distance from settlements sourced from the Indonesian Earth Map 

(RBI). 

Data analysis includes analysis of variables assessing the level of accessibility of the Bobo Village 

community in the Lore Lindu National Park Area, spatial analysis, and attribute analysis. Analysis of 

variables evaluate the level of accessibility of the Bobo Village community in the Lore Lindu National 

Park area was carried out by analyzing Sentinel 2A imagery and buffer analysis of the Indonesian Earth 

Map (RBI) map in the Lore Lindu National Park area, which consisted of distance from the road, 

distance from the river and distance from the settlement. Spatial analysis and attribute analysis include 

classifying each variable, giving a score, then overlaying a map of the analysis results of each variable 

using the specified formula. The final result of the analysis is a map of the accessibility level of the Bobo 

Village community in the Lore Lindu National Park Area based on the formula used. 

2.4 Analysis of Accessibility Level Variables 

2.4.1. Land Use Analysis 

Land Use Analysis is an interaction between humans and the environment, which is 

characterized by human efforts to utilize land for their lives and needs [18]. Land use classification can 

determine the type of land use in an area and assess the level of community accessibility through 

activities carried out in a location based on area Community Arable land. Land use classification seen 

from Sentinel 2A Image, which was downloaded on the website https://scihub.copernicus.eu/ on July 8, 

2023, then processed using ArcGIS 10.8 with composite band 432 (natural color). The classification 

results are cut based on the research area.The community accessibility level classes from the scoring 

can be seen in Table 1. 

2.4.2. Slope Analysis 

The specific height difference on the ground surface that forms an area is called the slope [4]. 

Research [19] shows that the slope can influence people's accessibility to conservation areas; the flatter 

or sloping an area is, the more dominant people are in carrying out activities in that area. The class levels 

of community accessibility to the slope can be seen in Table 1. 

2.4.3. Distance Analysis from the Road 

One factor that influences the level of accessibility is road infrastructure. The existence of a 

road network around or within the area allows people to access and participate in various activities 

within the region. [20] research results show that the proximity of forest areas to the road network 
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influences community accessibility. The following classes of community accessibility levels regarding 

distance from the road can be seen in Table 1. 

2.4.4. Distance Analysis from the River 

Rivers are one of the factors for community accessibility in national park areas. The existence 

of a river system around or within the area can open access for the community to engage in various 

activities, such as agriculture, plantations, and others [21]. The following classes of community 

accessibility levels regarding distance from the road can be seen in Table 1. 

2.4.5. Distance Analysis from Settlements 

The existence of settlements around national parks can affect people's accessibility to the area. 

Settlements act as the main access or starting point for people to enter the national park. The existence 

of settlements close to the area encourages and makes it easier for people to carry out activities [22]. 

Table 1. Community Accessibility Level variable assessment 

Land Use Slope Distance from Road 

Class Scoring Class % Scoring Class (Meters) Scoring 

Settlement 5 0-8 5 0-600 5 

Dryland farming 4 8-15 4 600-1200 4 

Plantation 3 15-25 3 1200-1800 3 

Bushy bushes 2 25-40 2 1800-2400 2 

Primary Forest 1 >40 1 >2400 1 

Distance from River Distance from Settlements 

Class (Meters) Scoring Class (Meters) Scoring 

0-600  5 

4 

3 

2 

1 

0-600  

600-1200  

1200-1800  

1800-2400  

>2400  

5 

600-1200  4 

1200-1800  3 

1800-2400  2 

>2400  1 

2.4.6 Variable Weight Analysis Using Pairwise Comparison 

In this research, determining the weight of each variable will be carried out using the Pairwise 

Comparison method, taking into account the impact of each variable on community accessibility in Lore 

Lindu National Park through the views of a number of experts or stakeholders using a questionnaire. 

Some of the parties who were resource persons in the research were the Bobo village community, who 

have activities in the Lore Lindu National Park, and members of the Village Conservation Management 

Institute. 

2.5 Weighting of Community Accessibility Level Variables 

The process of weighting each parameter uses the AHP (Analytical Hierarchy Process) method, 

which involves ranking and rationality comparison. This method requires a hierarchical structure or 

solid feedback network, including criteria for various influences, stakeholders, and decision alternatives 

to determine the best choice [23]. In the context of this research, weighting is carried out by evaluating 

the influence of the parameters Land use, Slope Slope, Distance from roads, Distance from rivers, and 

Distance from settlements. The determination of weights is based on an analysis of the influence 

between parameters on the Accessibility Level of the Bobo Village Community in the Lore Lindu 

National Park Area. 

The hierarchical consistency evaluation process is carried out through a consistency test, which 

involves calculating the Consistency Index (CI) and Consistency Ratio (CR). CR functions as a 

determinant of whether the calculation is consistent or not. There are two classifications of CR values: 

• If CR < 0.10, it indicates a fairly rational level of consistency in pairwise comparisons. 

• If CR ≥ 0.10, it indicates inconsistency in the assessment, and it is recommended that a repeat 
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questionnaire survey be carried out. 

Next, the Random Index (RI) value is determined based on the matrix order that has been created, and 

the RI value for a particular matrix order can be seen in Table 3. 

Table 2. Random Index Value 

N 1 2 3 4 5 6 7 8 9 10 

(RI) 0.00 0.00 0.52 0.89 1.11 1.25 1.35 1.40 1.45 1.49 

2.6 Analysis of community accessibility levels 

To determine the level of community accessibility, the vector data for each Variable is scored by 

multiplying the score by the weight of each Variable, and the scoring results are added to a new field in 

the attribute table. Then, the spatial vectorization results are overlay analysis by combining the vector 

layers of each Variable into one vector layer. The overlay results are classified based on the level of 

community accessibility by adding up the results by multiplying the scores and weights for each 

Variable. 

𝐴𝑐𝑐𝑒𝑠𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 𝐿𝑒𝑣𝑒𝑙 =   𝐾𝑏. 𝐾𝑝 + 𝑆𝑏. 𝑆𝑝 + 𝑃𝑏. 𝑃𝑝 + 𝐽𝑏. 𝐽𝑝 + 𝐿𝑏. 𝐿𝑝  (1) 
K = Slope L = Land Use 

S = Distance from River b = Weight Value 

P = Distance from Settlements p = Parameter Class Score 

J = Distance from Road   

 

The interval value of the level of community accessibility uses the Sturges formula by dividing the 

largest data value and the smallest data value [24]; 

𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝐶𝑙𝑎𝑠𝑠 =  
(𝑋𝑡−𝑋𝑟)

𝑘
        (2) 

Xt = Largest data Xr = Smallest data K = Number of classes 

3.  Results and discussion 

3.1 Community Accessibility Level Parameters 

3.1.1 Slope 

The slope of the slopes in the Lore Lindu National Park (TNLL) area dominates in the range of 

>40% covering an area of 280.47 Ha; 25-40% covering an area of 81.53 ha (20%); 15-25% covering an 

area of 29.29 ha (7%); 8-15% covering an area of 13.36 ha (3%); and 0-8% covering an area of 4.18 ha 

(1%). The steep condition of the area causes low accessibility because it creates topographic conditions 

that are very steep and difficult to access. Physically [25] states that the steeper the slope, the lower the 

level of accessibility. Significant slopes can hinder vehicle and pedestrian movement and limit 

community access to natural resources and local economic activities. 

3.1.2 Distance to Road 

 With adequate road access, the level of community accessibility will be higher. [13] stated that the 

closer the TNLL area is to the road, the easier it will be for people to access it. Based on the analysis 

results, it was found that the distance between 0-600 meters covering an area of 195.44 ha (48%), 600-

1200 meters covering an area of 132.37 ha (32%), 1200-1800 meters covering an area of 71.06 ha (17%), 

1800-2400 meters covering an area of 9.96 ha (2%). 

The distance from the road to the TNLL area between 0-600 meters has a percentage of 48% or an 

area of 195.44 Ha. Even though the distance from the road is relatively short, field facts show that a 

footpath is the only road access available. This indicates that even though they are geographically close, 

people still experience difficulties accessing these locations due to the lack of adequate and accessible 

road infrastructure. 
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3.1.3 Distance to River 

 The closer an area is to a river or water source, the higher the possibility of access [26]. However, 

based on survey results from the Bobo Village community, it was found that the closer they were to the 

river, the more people did not carry out activities along the river. This is due to the fact that the source 

of clean water for the people of Bobo Village comes from a conservation area. The Conservation Area 

has many river networks, so the analysis results show that the entire Conservation Area is at a distance 

of less than 600 meters. 

3.1.4 Distance to Settlement 

The distance between settlements and the Lore Lindu National Park area influences the 

community's access to non-timber forest products. The research results show that the area with a distance 

of between 600 to 1200 meters from the settlement is a fairly large area with an area of 159.76 ha (39%), 

and the distance from 0 to 600 meters is 111.67 (27%), 1200-1800 meters each covering an area of 

114.39 ha (28%), 1800-2400 meters covering an area of 23.02 ha (6%). Distance from settlements 

influences the extent to which community access is adequate. This is by the statement [27] that the closer 

an area is to a settlement, the easier and wider public access will be. 

3.1.5 Land Use 

The analysis results show that the Lore Lindu National Park area is dominated by primary forest 

land use of 92% with an area of 376.98 Ha. Significantly, the level of difficulty of accessibility in this 

area indicates limited potential for human interaction with the forest [28]. Despite this, around 7% of 

the land is used for dryland agriculture, while settlements only account for 1% of total land use. These 

results reflect the complex dynamics between forest conservation, agricultural needs, and settlements, 

which are important to consider in planning natural resource management and ecosystem sustainability. 
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Figure 2. Map of community accessibility level parameters: slope slope (a), distance from roads (b), 

distance from rivers (c), distance from settlements (d) land use (e) 

3.2 Parameter Weighting 

Parameter weighting is an analysis in decision-making. This analysis focuses on all parameters, 

namely the slope map, distribution map of non-timber forest products, residential buffer distance, road 

buffer distance and river buffer distance, to determine the level of community accessibility in the Lore 

Lindu National Park Area, which was obtained using the AHP method. The comparison results were 
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obtained from a questionnaire filled in by seven respondents. The questionnaire data collected was 

processed using Microsoft Excel to determine the priority weight of each parameter with an 

inconsistency limit of ≤ 0.1.  

The weighting results that will be used are based on the criteria for consistency provisions with the 

Consistency Ratio (CR) value that must meet the CR requirement ≤ 0.1. Consecutively, the weight of 

each parameter is land use at 52.3%, slope at 26.8%, distance from the road at 11.3%, distance from 

settlements at 6.2%, and distance from the river at 3.4%. The results of weighting each parameter of the 

level of community accessibility that has met these requirements with an inconsistency value of 

0.01>0.1. 

3.3 Community Accessibility Level 

The level of community accessibility in the Lore Lindu National Park Area is analyzed based on 

scoring and determining the weight of each parameter, namely slope, distance from rivers, distance from 

settlements, distance from roads and land use, then overlaid, which can be seen in Figure 3. 

 

Figure 3. Community Accessibility Level Map 

The community accessibility level classes that have been analyzed consist of low, medium and 

high, which can be seen in Table 3. 

Table 3. Level of Community Accessibility in TNLL 

No Accessibility Level Area (Ha) Persentase (%) 

1.  Low 390.94 96% 

2.  Medium 17.77 4% 

3.  High 0.11 0% 

Total 408.83 100% 

 

Based on the results of an analysis of the level of accessibility of the Bobo Village community in the 

Lore Lindu National Park Area, it was found that 96% (390.95 Ha) of the population was in the low 

category, while only 4% (17.77 Ha) was in the medium category, while the one in the high category had 

an area of 0.11 Ha (0%). These findings indicate that the majority of residents around the Lore Lindu 

National Park area face significant obstacles in utilizing resources in accordance with the Cooperation 

Agreement (PKS) between the Lore Lindu National Park Center and Bobo Village. 

The parameters used in this research indicate that the Lore Lindu National Park (TNLL) area is 

located in an area with very steep slopes and is difficult to access physically. Even though it is 

geographically close, people still experience difficulties in accessing this location; this is because the 

only road available is a footpath, so people still have difficulty accessing it. In addition, the distance 

between settlements and TNLL is relatively close, providing a good opportunity for the community to 

utilize available resources. However, a striking finding is the existence of rivers within the TNLL area, 

which results in limited community activities along the river borders because people still depend on 

rivers as a source of clean water. 
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Apart from that, the non-timber forest products that can be utilized by the community are very 

limited, so community activities are not optimal. These findings provide valuable insights for 

formulating policies and strategies aimed at increasing community accessibility and preserving 

ecosystems contained in Community Conservation Agreements. 

4. Conclusion 

 The level of accessibility of the Bobo Village community in the Lore Lindu National Park (TNLL) 

area consists of 3 categories, namely low, medium and high. Of the total research area of 408.83 Ha, 

390.95 Ha (96%) is included in the low category, and the level of accessibility is medium at 17.77 Ha 

(4%). The research results show that the level of community accessibility in the Lore Lindu National 

Park Area is relatively low. This fact shows the lack of community activity in the Community 

Conservation Agreement which should be an active area. Therefore, it is necessary to carry out a 

feasibility study and consultation with the local community in the process of selecting the KKM area so 

that the community can participate in efforts to utilize the resources controlled and preserve the area. 
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Abstract. This study examines the potential of biogas effluent as a source of electrical energy 

through microbial fuel cell (MFC) technology. The results showed that the one-room MFC 

produced a maximum voltage of 1302,2 mV, while the two-room MFC with KMnO4 electrolyte 

reached 1084,3 mV with an electric current of 0,1 mA. Simultaneously, the two-chamber MFC 

with K2Cr2O4 produced a maximum voltage of 1675,8 mV and an electric current of 0,99 mA. 

This potential, with electrical voltage values equivalent to commercial batteries, can improve the 

efficiency of electrical energy generation from organic waste and open up wider application 

opportunities in using renewable energy sources. Characterization of the MFC substrate showed 

a decrease in organic matter of biogas effluent with COD values of 500,96 mg/L and BOD of 

300,23 mg/L. MFC bacteria from biogas waste were dominated by Gram-positive rod-shaped 

and Sarcina, except for one Gram-negative isolate of Spirillum. 

Keywords: biogas, renewable energy, liquid waste, MFC 

(Received 2023-12-25, Accepted 2024-01-03, Available Online by 2024-02-08) 

1.  Introduction  

The high demand for electrical energy used in industry, transportation, and households in Indonesia 

is mainly from non-renewable fossil fuels [1]. By 2022, most of the electricity will come from coal 

(37,6%), natural gas (16,8%), fuel (33,4%) and renewable energy (NRE) (12,2%). This energy crisis 

https://doi.org/10.26877/asset.v6i2.
mailto:wahabalwahab90@gmail.com
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increases with society's and the economy's growth, making energy reserves increasingly depleted. 

Therefore, efforts are needed to develop renewable energy technologies, including from organic waste 

[2]. 

Biogas liquid waste, especially livestock manure sludge, is an organic waste that can be processed 

into an electrical energy source through microbial fuel cell (MFC) technology [3]. MFC is an 

electrochemical device that converts chemical energy from organic and inorganic materials into 

electrical energy through microbial metabolism, thus producing an environmentally friendly energy 

source [4]. This process generates electrons, which are captured and channelled through the electrodes, 

creating an electrical potential between the anode and cathode. An MFC system consists of two 

chambers, the anode and cathode chambers, where the substrate is oxidized and the oxidant (usually 

oxygen) is reduced [5]. 

In its development, various forms of organic matter can be used as MFC substrates, such as glucose 

[6] [4], starch [7] [8], fatty acids [9] [10], amino acids [11], proteins, leachate [9], and organic and 

inorganic sediments [1] [5]. MFCs have advantages in organic waste treatment and energy independence 

and are used for small-scale power generation. Despite the challenges of efficiency and durability of 

microorganisms, research continues for the optimization of this technology, presenting innovative 

solutions for sustainable energy needs [12].  

Biogas effluent from cow dung has great potential as a substrate in MFC technology. The use of cow 

dung produces a maximum voltage of 0.723V at 50% concentration and is capable of powering a small 

LED lamp [13]. This research will focus on functionalizing cow dung biogas effluent into a renewable 

electrical energy source through MFC technology. 

2.  Methods 

2.1.  Tools and Materials 

The tools used in this research are MFC reactor type two-compartment series, digital multimeter, N.Y.A 

ETERNA cable (1 x 2,5 mm), analytical balance, magnetic stirrer, beaker, measuring cup, erlenmeyer, 

measuring pipette, and pH meter. The materials used in the study were biogas liquid waste, distilled 

water, HCl 1 N, NaOH 1 N, standard solution of 5000 ppm glucose, K2Cr2O7 1 N, concentrated H2SO4, 

ferroin indicator, [Fe(NH4)2(SO4)2] 0,2 N solution, NaCl solution, NH4Cl, KH2PO4, MgSO4.5H2O, 

NaOH 40%, H2SO4 0,05 N, pure agar, KCl 1 M, KCl 0,01 M and buffer solution pH 7,0.   

2.2.  Biogas Liquid Waste Sampling 

MFC substrate samples came from biogas liquid waste in Monapa Village, South Konawe. This effluent, 

the result of converting livestock manure into biogas, was stored in 5 L jerken and analyzed in the 

laboratory. This liquid waste becomes the main substrate in the MFC, with microorganisms playing a 

role in the oxidation of organic matter. Electrons generated during the process are captured by 

electrodes, generating electrical potential as an energy source to replace fuel oil. 

2.3.  Characterization of Biogas Liquid Waste 

The characterization of biogas liquid waste refers to the research of Sudarman et al. [5] and Yao et al. 

[14], namely C-organic measurements, N-total measurements, COD (Chemical Oxygen Demand) 

measurements, BOD (Biological Oxygen Demand) measurements, pH measurements (H2O and KCl) 

and electrical conductivity measurements. 

2.4.  MFC Circuit Manufacturing 

The MFC electrodes used graphite rods from batteries. Previously, treatment was carried out by 

soaking the electrodes in 1 N HCl and 1 N NaOH, followed by rinsing with distilled water. The 

electrodes were then soaked again in distilled water before use. Each electrode was perforated and 

connected to the cable using epoxy and tested with a multimeter to ensure a successful connection. The 

MFC circuit followed the work of Zaeni et al [1]. Biogas effluent was put into a 500 mL beaker, with a 
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carbon electrode as the anode, connected to the cathode using a chemical electrolyte. The waste was 

allowed to stand for 20 hours, and then the voltage and current were measured using a multimeter on 

the MFC operated in dark conditions and at room temperature.  Figure 1 shows the MFC circuit [5]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. MFC circuit schematic 

2.5.  Electrical Energy Measurement 

The electrical energy of the MFC system measured in this study is in the form of electric potential 

difference (voltage) and electric current. In the initial stage, measurements were taken for 20 hours and 

recorded every 2 hours. Measurements were made shortly after installation, which aimed to see the 

maximum open circuit voltage (open circuit voltage/Voc), which is a factor that affects an MFC in 

producing energy [1] [5]. 

2.6.  Isolation, Characterization, and Identification of MFC Bacteria 

The bacterial isolation stage consists of several steps: the preparation of liquid and solid media, 

bacterial inoculation, and bacterial isolation. The enrichment culture media used is modified APW 

(Alkaline Peptone Water) media [5]. Each litre of modified APW media contains 20 g NaCl, 0,77 g KCl, 

0,25 g NH4Cl, 0,1 g KH2PO4, 0,2 g MgSO4.7H2O and 2,0 g NaHCO3. The culture medium was then 

poured into rubber-stoppered tubes and autoclaved at 121°C. The solid media used for bacterial isolation 

was modified APW media added with pure agar (2%, wt/vol).  
Bacterial inoculation in MFC involves taking 1 mL of biogas effluent and putting it into liquid media. The 

bacteria were incubated for two days at room temperature under dark conditions. After that, dilution and 

growth of bacteria on solid APW media were carried out. The growing bacterial colonies were isolated using 

the scratch cup method with an ose onto similar culture media. Characterization of bacterial isolates included 

observation of colony morphology, cell morphology (shape and Gram staining), and motility test. Bacterial 

identification was done manually with Bergey's Manual of Determinative Bacteriology. 

3.  Results and Discussion 

3.1.  Characteristics of Biogas Liquid Waste 

After MFC, the biogas effluent changed from black to brown, indicating decreased organic matter levels 

[13]. Changes in organic matter levels before and after the use of MFC are recorded in Table 1. 

Table 1. Characteristics of biogas waste liquid 

Testing Parameters Organic Matter Content 

Before MFC After MFC 

C (%) 2,92 2,20 

N (%) 2,01 1,85 

C/N 1,45 1,19 

COD (mg/L) 1001,92 500,96 

BOD (mg/L) 805,54  300,23 
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DHL (dSm-1) 6,00 5,01 

pH (H2O) 7,24 7,67 

pH (KCl) 6,87 7,54 

Table 1 shows that the organic matter content of biogas liquid waste before MFC was 2,92%; after MFC, 

it decreased to 2,20%. Total nitrogen content before MFC was 2,01%, but after MFC, it decreased to 1,85%. 

Based on the carbon and nitrogen content analysis, the average C/N ratio of biogas liquid waste is 1,45. The 

value of the C/N ratio, which is smaller than 15, indicates the process of N mineralization in biogas liquid 

waste. N mineralization is the process of converting N-organic into N-organic by decomposing microbes. If 

the C/N ratio is greater than 30, N immobilization occurs; if it is between 15-30, mineralization is balanced 

with immobilization. The process of mineralization and immobilization of N in sewage is largely determined 

by the activity of sewage microorganisms, fungi, bacteria, and so on [1] [5]. 

COD and BOD measurements support the production of electrical energy in MFCs. The higher the COD 

and BOD values, the greater the energy produced because microbes break down organic compounds, 

producing ions and electrons as a source of electrical energy. Table 1 shows a decrease in COD and BOD 

values after using biogas effluent as an MFC substrate, in line with the research of Nosek et al.[10]. Linh and 

Hai [11] also supported MFCs as BOD sensors, reducing the content of organic compounds in waste.  

Table 1 shows the average pH of biogas effluent is around ±7. The pH range of 6,5-7,5 is optimal for 

nutrient availability, supporting the life of decomposing bacteria. At pH below 6,0, nutrient availability 

decreases, while pH above 8,0 increases the availability of certain elements. The electrical conductivity of 

biogas effluent is about six dSm-1, providing good conductivity to MFC electrodes. 

3.2.  Open Circuit Voltage Measurement 

Microbial Fuel Cell (MFC) is a device that converts chemical energy into electrical energy through the 

catalytic activity of microorganisms [15]. This bioelectrochemical system uses bacteria to convert 

organic matter into electrical energy [16]. MFCs can be made in various configurations, including one-

chamber and two-chamber systems with KMnO4 or K2Cr2O7 electrolytes. One-room systems have the 

anode and cathode in the same space without a barrier, while two-room systems separate the anode and 

cathode with a salt bridge. The salt bridge maintains electrical charge neutrality, allowing the flow of 

electrons and ions, ensuring spontaneous redox reactions at the electrodes, resulting in a continuous 

electric current. 
In this study, the open circuit voltage of the MFC system was measured for 20 hours to ensure the 

achievement of a steady state. Measurements were taken periodically every 2 hours to evaluate the changes 

in voltage over time. Figure 2(a) shows that the one-cell MFC system experienced an increase in voltage 

until it reached a steady state of about 310,6 mV. Meanwhile, the two-chamber MFC system with KMnO4 

and K2Cr2O7 electrolytes reached a steady state at 312,3 mV and 357,1 mV, respectively. These results 

indicate that each MFC system can achieve stability in open circuit voltage after a certain time. 

 

 

 

 

 

 

 

 

 

 

 

Description: 

1.  Single-chamber MFC system  2. Two-chamber MFC system using KMnO4 electrolyte  3. Two-

chamber MFC system using K2Cr2O7 electrolyte 

Figure 2. Comparison of time and voltage (open circuits voltage) generated by one-cell MFC system 

(a) and seven-cell and ten-cell MFC systems (b). 
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Figure 2 (b) shows that the open circuit voltage increases to 20 hours. In a one-room MFC system for ten 

cells, the open circuit voltage occurs in a steady state (fixed condition) at 634,1 mV. In a two-room MFC 

system using KMnO4 electrolyte for seven cells, open circuit voltage occurs steady state (fixed condition) at 

586,7 mV, while using K2Cr2O7 electrolyte for ten cells open circuit voltage occurs steady state (fixed 

condition) at 711,4 mV In. The magnitude of the resulting voltage value is in line with the statement of Tiara 

et al. [17] that, in general, microbial activity has a peak point until the 18th hour. Microbial activity at the 

18th hour is considered a log phase where microbes divide rapidly and constantly follow a logarithmic curve. 

The speed of growth in this phase is strongly influenced by the medium in which it grows, such as pH and 

nutrient content, as well as environmental conditions, including temperature and humidity. Microbes require 

more energy in this phase than in other phases [18]. 

3.3.  MFC System Voltage and Current Measurements 

The measurement of electrical energy in this study was carried out in parallel. A parallel circuit is an 

electrical circuit that can be installed between components in a row. According to Sudarman et al. [5], 

who took measurements with a parallel circuit, was able to increase the voltage value high enough but 

did not produce an electric current. The parallel circuit is expected to produce a large enough voltage 

and an electric current.  

Based on the measurement results for the one-cell MFC system (Figure 3a.), the greatest 

voltage produced is from the dual chamber MFC system using K2Cr2O7 electrolyte 412,1 mV. 

The measurement results of the voltage generated by one chamber MFC is 367,5 mV, and for 

the two-chamber MFC system using KMnO4, it is 371,2 mV. The one-room MFC system 

assembled into ten cells (Figure 3b.) had a maximum voltage of 1302,2 mV, and no electric 

current was obtained. Measurement of two-chamber MFC using KMnO4 electrolyte, which is 

assembled into seven cells, has a maximum voltage of 1084.3 mV and can produce an electric 

current of 0,01 mA, while measurement of MFC voltage using K2Cr2O7 electrolyte produces a 

maximum voltage of 1675,8 mV and an electric current of 0,99 mA. The measurement results 

show that the highest voltage and current are produced in the two-chamber MFC system using 

the K2Cr2O7 electrolyte. 

In microbial metabolism, electrons (e-) and protons (H+) are generated, resulting in a 

potential difference. Electrons move from the anode to the cathode, and H+ balances the 

difference through salt bridges. At the cathode, H+ and e- react with Cr(VI) metal ions to form 

Cr(III), which is called a reduction reaction. K2Cr2O7, as a strong oxidizer, allows protons from 

the anode to be rapidly reduced to form H2O, keeping the potential difference stable in the 

MFC system, according to the research of Xia et al. [19]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Description: 

1.  Single-chamber MFC system  2. Two-chamber MFC system using KMnO4 electrolyte  3. Two- 

chamber MFC system using K2Cr2O7 electrolyte 

Figure 3.  Comparison of time and voltage produced by one-cell MFC system (a) and seven-cell and 

ten-cell MFC systems (b). 
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The movement of the voltage measurement graph on the one-cell MFC system (Figure 3a.) and the ten-

cell and seven-cell MFC systems (Figure 3b.) experienced a decrease in voltage from the first day of 

measurement to the last day of measurement. This is probably because the nutrients in the substrate have 

decreased, and there is no substrate addition, so this impacts microbial growth, which decreases. According 

to Goel [20], the amount of electrical energy produced by the MFC system can be influenced by microbial 

activity that utilizes the nutrients contained in the substrate. The more active the microbes are in breaking 

down organic matter in the substrate, the more free electrons will be produced in the anode chamber. The 

difference in the number of electrons produced between the anode and cathode chamber causes a potential 

difference reaction between the two, which a multimeter can detect. 

In general, the results of this study have produced voltages that are relatively similar to commercial 

batteries but still have low amperage. Therefore, to be able to answer this challenge, a circuit is needed that 

can store energy from MFCs and run electronics at low potential (<500 mV) [21] [22]. This has been done 

by Lv et al. [23], who used a capacitor to store energy from microbial fuel cells and run sensors using the 

energy stored in the capacitor. Donovan et al. [21] have also tried to overcome these challenges by using a 

circuit design called Power Management System (PMS) to run a wireless sensor. The PMS design operates 

at low potential input regardless of the power generated by the SMFC. PMS starts running the wireless sensor 

when the SMFC potential reaches 320 mV and keeps running until the SMFC potential drops below 52 mV. 

3.4.  Characteristics of MFC Bacteria 

Bacterial characterization research in biogas effluent using a numerical-phenetic approach. 

Phenotypic tests, gram painting, and motility tests were used. Identifying isolates aims to reveal specific 

traits of isolates, which is important for establishing taxonomic status. Four bacterial isolates with 

different characteristics were found, as noted in Table 2. 

Biochemical characteristics of MFC bacterial motility testing showed that the bacterial 

isolates obtained were mostly nonmotile, classified as bacteria that cannot move or do not have 

flagella as a means of movement. Bacterial isolates that do not have a means of motion are 

isolates B1, B2, and B4, while motile isolates with a means of motion are isolates B3. 

Table 2: Biochemical characteristics of MFC bacterial isolates 

 

No. 

Isolate Salt 

Coloring 

Motility 

Testing 

Morphology Test  

Description Cell 

Shape 

Colony 

Shape 

1. B1 + Nonmotil Rod Circular Methanobacterium  

2. B2 + Nonmotil Sarcina Irregular  Methanosarcima  

3. B3 - Motil Spirillum Irregular  Methanospirillum  

4. B4 + Nonmotil Rod  Circular  Methanobacterium  

Gram staining is used to identify bacterial morphology and distinguish between Gram positive and 

Gram negative bacteria. Table 2 shows that isolates B1, B2, and B4 from biogas effluent are Gram 

positive bacteria. Gram positive bacteria have cell walls that appear blue/purple under the microscope, 

due to lower lipid content and thicker peptidoglycan than Gram negative bacteria [24]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Appearance of bacteria under a microscope 
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From the specific properties presented in Table 2, it can be seen that the three isolates B1 and B4 are 

gram-positive bacteria with rod shape, B2 is gram-positive with sarcina shape, and B3 is gram-negative 

bacteria with spirillum shape. According to Bergey's Manual of Determinative Bacteriology, the 

characterisation test results in Table 2 can determine the genus of the bacterial isolates, namely isolates 

B1 and B4 are members of the genus Methanobacterium. Bacterial isolate B2 is a member of the genus 

Methanosarcina, and B3 belongs to the genus Methanospirillum. 

Methanogen bacteria belong to one class of Archaebacteria in addition to halophilic and thermophilic 

by the group Archaebacteria are microorganisms that can survive in extreme areas such as waters with 

high salt content (halophil). Methanogenic bacteria are obligate anaerobes divided into three groups. 

Group I includes Methanobacterium and Methanobrevibacter, Group II includes Methanococcus, and 

Group III includes Methanospirillum and Methanosarcina genera. All are present in anaerobic 

freshwater environments such as sediments and in the digestive tract of animals such as cattle, sheep, 

and goats [25]. 

4.  Conclusion 

The seven-cell and ten-cell MFC systems, using K2Cr2O7 solution, produced a maximum electrical 

energy of 1675,8 mV and an electrical current of 0,99 mA. After 20 days, the biogas effluent underwent 

changes with a decrease in organic matter and nitrogen content, resulting in a C/N ratio of 1,19. The 

effluent pH increased on average to 7,67 (pH H2O) and 7,54 (pH KCl), with an electrical conductivity 

of 5,01 dSm-1. The research demonstrates the potential of MFCs as a renewable energy source, a 

contribution to energy diversification, and the benefits of efficient waste management. 
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Abstract. Emotions are one of the reactions of human when they receive physical or verbal 

action. Every human action is based on emotion. Every opinion expressed in the comments 

column also contains the author's emotions. This research aims to classify five emotions, Marah, 

Takut, Senang, Cinta, and Sedih and evaluate the performance of three commonly used 

optimizer, Adam, RMSProp, and Nadam. The processed data used IndoBERT model for 

Indonesian text classification. The research purpose to search the best optimizer for text 

classification. The result shows classification used Adam Optimizer 90,21%, RMSProp 

Optimizer 82.11, and Nadam Optimizer 88.61%. The Adam optimizer applied to the IndoBERT 

model yielded the best results. This shows a significant improvement from previous studies, 

which had emotion classification. 
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1.  Introduction  

Emotions are one of the human reactions when receiving physical or verbal actions. Emotions can 

be shown through facial expressions or actions.[1] Emotions are experiences that humans experience 

consciously to characterize a psychological state that is important as part of human nature, such as joy, 

anger, love, sadness, fear, and so on.[2] Every human action is based on emotions. Every opinion 

expressed in the comments column also contains the author's emotions. Dissemination of information 

can influence public opinion. The emotional content in this opinion is interesting to analyze in research, 

especially the emotional patterns contained in this opinion. Text classification aims to analyze, process, 

and extract information contained in text. In emotion classification, a comment will be taken to obtain 

the information contained in it so that we can find out the emotion in the comment. [3]  

Many companies currently use comments from various social media in the form of Instagram, Twitter, 

and Facebook.[4] Through this, they can understand customers' feelings about the company. This 

opinion processing usually uses sentiment analysis which has developed in various fields of business, 

government, and organizations.[5] Natural Language Processing (NLP) plays an important role in the 

field of Artificial Intelligence (AI). 

https://doi.org/10.26877/asset.v6i2.
mailto:juliusimmanueltheo@gmail.com
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Natural Language Processing enables machines to understand, interpret, and respond to human 

language, thereby facilitating humancomputer interactions. NLP is tightly integrated with machine 

learning (ML) and AI, enabling the development of voicecontrolled systems, language translation, 

sentiment analysis, and a variety of other applications. The combination of NLP, AI, and ML drives the 

automation of data analysis processes and changes the way we interact with technology, making 

advanced tools more accessible and user-friendly. [6] The development of artificial intelligence 

technology has been enormous in recent years due to the use of the Internet, big data, the Internet of 

Things, and the use of very massive processing power.[7], [8] 

Nowadays pre-trained language models have helped increase the sophistication in many areas of 

NLP (Natural Language Processing). Currently, many machine learning models are being developed for 

sentiment analysis. This includes conventional models such as SVM (Support Vector Machine), NBC 

(Naïve Bayes Classifier), and currently the use of deep learning models based on Neural Networks. One 

of the developments in the deep learning model is Transformer, including Bidirectional Encoder 

Representations from Transformers (BERT). [9], [10], [11] 

In recent years Bidirectional Encoder Representations from Transformers (BERT) combines the 

representation of words and sentences in a Transformer on a large scale. Determining the right model 

with a dataset is a way to overcome large and heavy computations.[12] In BERT there are various types 

of models such as IndoBERT, ALBERT, RoBERTa, and many more. Indonesian is the 10th most widely 

used language. Because of its wide use, NLP practitioners use the IndoBERT model to organize existing 

language resources.[1] IndoBERT is a transformer model by adapts BERT itself but is drilled purely as 

a masked language model drilled using huggingface by following the BERT base configuration.[13]  

BERT models are a development of Transformer by adapting the dataset used by the user. The use of 

models that match the language in the dataset also reduces the computational complexity.[4] 

Optimization is one aspect of improving the performance of the model used.[14]  

This research aims to implement the Indonesian Transformer model, namely the IndoBERT model, 

to compare the three optimization methods Adam (Adaptive Moment Estimation), Nadam (Nesterov-

accelerated Adaptive Moment Estimation), and RMSProp (Root Mean Square Propagation). 

Optimization plays an important role in managing the accuracy by adjusting the learning rate of the 

model during the training process to get optimal prediction results. 

 

Table 1. Literature Study 

Author Year Method  Result or Finding 

Bagus [1] 2022 Comparison BERT 

Uncased and 

IndoBERT with 

Adam Optimizer 

Classifying emotions using BERT and Adam, resulting 

in an accuracy value of 90% in BERT Uncased and 

producing result 81% accuracy in using the IndoBERT. 

Hulliyah, 

Rayya, 

Bakar [15] 

2022 IndoBERT with 

Adam Optimizer 

for develop 

Chatbot 

The use of optimizers in Natural Language Processing 

using IndoBERT with the Adam optimizer to develop 

chatbots for emotion classification obtained accuracy, 

F1 score, recall, and precision values of 89%, 89%, 

89%, and 90% on train data. To validate the data, the 

accuracy, F1 score, recall, and precision values were 

70%, 71%, 70%, and 72%. 

Wijaya [16] 2021 IndoBERT with 

Adam Optimizer 

In implementing IndoBERT with another Adam 

optimizer Disabled News classification, getting an 

accuracy value of 0.853, recall 0.853, precision 0.872, 

and F1 0.853. 

Cahya [12] 2024 Handling 

Imbalaced Dataset 

using IndoBERT 

Experiment with AdamW optimizer the result is 

Augmentation technique performance by up to 20%, 

with accuracy 78%, precision 85%, recall 82%, and an 
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Model  F1-score of 83%. With SMOTE technique, the 

evaluation results achieve accuracy to a high 82% with 

precision at 87%, recall at 85%, and an F1-score of 86%. 

Nugroho, 

Bachtiar 

[17] 

2021 Text-Based 

Emotion 

Recognition in 

Indonesian Tweet 

using BERT  

Experiment use Adam optimizer for BERT-Base got 

0,6478 accuracy and IndoBERT-Base got 0,7673 

accuracy. 

Based on the provided literature study, it is possible to utilize IndoBERT-Base for classifying emotion 

from Dataset Twitter. The usage of IndoBERT for emotion classification is still relatively uncommon. 

However, in some studies, the effectiveness of IndoBERT is reported to be suboptimal compared to 

BERT-Uncased. [1] Several research works have explored the potential of optimizing IndoBERT's 

performance, with findings suggesting that the use of the Adam Optimizer can yield improved results. 

[1], [15], [16], [17] IndoBERT-Base remains relevant for classification purposes to date. 

This research endeavors to surpass previous studies by employing advanced methods and algorithms. 

The investigation employs IndoBERT-Base with a focus on emotion classification, utilizing a dataset 

with five labels yaitu Marah (Angry), Takut (Fear), Senang (Joy), Cinta (Love), and Sedih (Sad) from 

9,480 Tweets. The dataset is larger than that used in [17]. Additionally, three different optimizers are 

employed to identify the most effective one for achieving optimal classification results. The primary 

goal of this study is to specifically determine the best optimizer for emotion classification using pre-

trained IndoBERT-Base. 

2.  Methods 

 
Figure 1. Research Methods 

The research begins by carrying out a dataset search stage which can be illustrated in Figure 1. The 

dataset has been adjusted through the Preprocessing Stage for model training. Next, the dataset will be 

divided into 3 parts: Train Data, Validation Data, and Test Data. In the training process, the model is 

processed in Data Train, and its performance is assessed using various evaluation metrics, including 

graphical accuracy, graphical loss, confusion matrix, and classification results. Evaluation of this Matrix 

can provide new insights into the effectiveness of the model and its ability to classify and predict results 

correctly. 

2.1.  Dataset 

In this research, we use the Emotion Dataset from public opinion from Twitter. This research uses a 

multi-label emotion dataset in Indonesian. This dataset has 5 labels, namely Marah (Angry), Takut (Fear), 

Senang (Joy), Cinta (Love), and Sedih (Sad). This dataset has a total of 9,480 tweets along with labels. 

 

Table 2. Dataset Emotion 
Tweet Label 

bikin gue emosi aja Marah 

takut bgt jujur kalo yangti udh turun tangan Takut 

waa enak tuu, semoga libur mu bahagia yaa!~ Senang 
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suka nih netijen yang kayak gini :) otak" detektif gw like banget Cinta 

mandi sore, soalnya mo les. sedih malem minggu malah les Sedih 
 

2.2.  Text Preprocessing 

This research uses several preprocessing, including: case folding such as lower case to change capital 

text to lower case and delimiters to remove parts that can influence results such as tags, urls, emoji, 

punctuation and whitespace. Next, the data is given a tokenizer provided in the BERT model. In addition, 

data that null will be removed. 

2.3.  Modelling IndoBERT 

In this research, classification is carried out using the IndoBERT model, which is a development of 

BERT (BiDirectional Encoder Representations Transformers). This difference is because the 

architecture of this model focuses on processing and training data in Indonesian based on the 

Transformer architecture. In the Transformer architecture, there are two parts, namely the decoder and 

the encoder. Specifically for BERT, it only uses the Encoder architecture.[18] 

 

 
Figure 2. BERT architecture [18] 

The BERT model architecture is a multi-layer bidirectional Transformer. There are two stages carried 

out in BERT. There are two stages in BERT, namely the pre-training stage and the fine-tuning stage. In 

the pre-training stage, the BERT model architecture is drilled using unlabeled data and trained with 

different tasks, while for the fine-tuning stage, the BERT model is first initialized with pre-drilled 

parameters, and all parameters are tuned using labeled data.[13] 

In the pretrain stage, the model is drilled with a labeled dataset. For the IndoBERT model architecture, 

a large dataset was collected, consisting of about four billion words and about 250 million sentences 

from the Indonesian text collection. This dataset includes news texts from various sources such as local 

online, social media, Wikipedia, online articles, subtitle texts from video recordings, and a parallel data 

set known as Indo4B. Indo4B includes formal word data, informal word data and casual words in 

Indonesian.[12] 

2.4.  Optimizer 

2.4.1. Adam (Adaptive Moment Estimation) 

Adam is one of the optimizations that is widely used in training models today. This optimization can 

be used in machine learning or deep learning. Adam is a gradual optimization algorithm that uses an 

adaptive learning rate. The Adam optimizer combines the first and second moments of the gradient to 

update the parameters. 

𝑚𝑡 = 𝛽1. 𝑚𝑡−1 + (1 − 𝛽1). 𝑔𝑡  (1) 

𝑣𝑡 = 𝛽2. 𝑣𝑡−1 + (1 − 𝛽1). 𝑔𝑡
2  (2) 

𝑚1̂ =
𝑚1

1−𝛽1
𝑡 (3) 

𝑚2̂ =
𝑚2

1−𝛽2
𝑡     (4) 

𝑝 =
𝑝−𝑙𝑟× 𝑚1̂

√𝑚2̂+𝑒
   (5) 

In this formula, m is the momentum, 𝛽 is the repetition parameter, 𝑔 is the gradient of the parameter 

loss function, 𝑝 is the parameter, t is the iteration, lr is the learning rate, and epsilon is a small number 

to avoid divide it by zero. 
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2.4.2. RMSProp (Root Mean Square Propagation) 

RMSPop is the default optimization algorithm used in some neural network models. These 

algorithms have adjustments for the problem of decreasing the learning rate too quickly. 

𝜃𝑡+1 = 𝜃𝑡 −
𝜂

√𝐸[𝑔2]𝑡+𝜖
 . 𝑔𝑡  (6) 

In this formula 𝜃𝑡is the parameter at iteration time (t), 𝑔𝑡is the gradient parameter at iteration time (t), 

𝐸[𝑔2]𝑡is the storage of the average square of the gradient at iteration time (t), η is the learning rate, 

and ϵ is the epsilon is a small number to avoid divide it by zero. 

2.4.3. Nadam (Nesterov-accelerated Adaptive Moment Estimation) 

Nadam is a development of Adam. Nadam is a combination of the Nesterov Accelerated Gradient 

(NAG) optimizer with Adam (Adaptive Moment Estimation). 

𝜃𝑡+1 = 𝜃𝑡 − 𝛼 (𝛽1𝑚𝑡
(1−𝛽1)∇𝑓(𝜃𝑡)

1−𝛽1
𝑡 ) . (

𝛽2√𝑣𝑡

√1−𝛽2
𝑡

+ 𝜖)

−1

   (7) 

In this formula 𝜃𝑡is the parameter at iteration time (t), 𝛼 is the learning rate, 𝛽1 and 𝛽2are the decay 

factors for gradient and gradient square respectively. 𝑚𝑡   is the average change in gradient, 𝑣𝑡   is the 

average change in the squared gradient, and ϵ is a small value that prevents division by zero. 

2.5.  Evaluation 

In this research, evaluation was carried out with three models, namely Adam, RMSProp, and Nadam. 

Evaluation has been carried out by comparing several optimizers with a confusion matrix. The results 

of the confusion matrix will be compared and explained to determine the performance of each optimizer. 

The performance will be compared in terms of precision, recall, f1-score, and accuracy.  

3.  Results and Discussion 

3.1.  Dataset 

 In this research, we use the Emotion Dataset from public opinion from Twitter. This dataset contains 

two columns containing tweets and labels. This research uses a multi-label emotion dataset in 

Indonesian. This dataset has five labels, namely Marah (Angry), Takut (Fear), Senang (Joy), Cinta 

(Love), and Sedih (Sad). This dataset has a total of 9,480 tweets along with labels. 

 
Figure 3. Splitting Dataset 

 This research uses a dataset of 9,480 text data from the Emotion Dataset in Indonesian which is 

divided into 5 labels love 1397, anger 2231, sadness 2000, happy 2292, fear 1560. After being combined 

the dataset is divid-ed into three parts for train, validation, and test of 8:1:1. The amount of data divided 

into each is 7580 for train data, 948 for validation data, and 948 for test data. 

3.2.  Percetage Training Result 

Emotion classification experiments were carried out using the IndoBERT model. The dataset comes 

from Tweets that have been labeled. The existing dataset is classified into five labels. The labels consist 
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of 'Love', 'Angry', 'Sad', 'Happy', and 'Fear'. The control variables in training used in this model consist 

of thje dataset, IndoBERT model, learning rate 1e-6, and batch size 8. In the experimental process, 25 

epochs were used by applying an early stop and patient of 5 epochs. 

 

Table 3. Comparison Accuracy and Confusion Matrix 
Optimizer Accuracy Average Confusion Matrix 

Train Test Precision Recall F1-Score 

Adam 90,21% 80.59% 81% 81% 81% 

RMSProp 82.11% 78.37% 79% 79% 79% 

Nadam 88.61% 80.90% 80% 80% 80% 

 

In this experiment, the highest accuracy results were obtained on the Adam optimizer. On the other 

hand, the results of the RMSProp optimizer are more stable compared to other optimizers. In the Average 

Confusion Matrix results, each optimizer does not have a striking difference because the distance 

between each optimizer is not far. 

3.3.  Graph Training Result 

 In the research, training was carried out using the IndoBERT model. The existing dataset is classified 

into five labels. The control variables in the training used in this model consist of the dataset, IndoBERT 

model, learning rate 1e-6, and batch size 8. In the process used, 25 epoch training is applied by applying 

an early stop and patient of 5 epochs. 

Graph Adam RMSProp Nadam 

Accuracy 

 
(a) 

 
(c) 

 
(e) 

Loss 

 
(b) 

 
(d) 

 
(f) 

Figure 4. Graph Result (a) accuracy (b) loss 

 In Figure 4 (a) and (b), the graph of train and validation data using the Adam optimizer (a) and (b) 

shows signs of over-fitting. The training results show that with the IndoBERT optimizer model Adam 

obtained quite high accuracy results compared to the others, but the results obtained showed quite a 

large difference between train and validation accuracy. In this research, the Adam optimizer can show 

the potential for overfitting, where the model learns too many details from the training data that may not 

be common and cannot be applied to new data. 

 Figure 4 (c) and (d), shows that in the graph using the RMSProp optimizer, the results obtained are 

quite good because the test results obtained can look stable. Although the obtained RMSProp Optimizer 

training accuracy is lower than Adam's, the difference between training and validation accuracy is 

smaller. This graph shows the model tends to be more general and perhaps better at handling new data. 
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This optimizer may be more resistant to overfitting. The RMSProp optimizer as the default optimizer in 

the IndoBERT model has a striking difference between train and validation accuracy which is smaller. 

This shows that the RMSProp optimizer tends to be more stable in processing train, validation, and test 

data. 

 Figure 4 (e) and (f), shows that the graph using the Nadam Optimizer in this model has the highest 

accuracy on train, validation, and test data, and the difference between training and validation accuracy 

is very large. In this re-search, the Adam optimizer can show the potential for overfitting, where the 

model is too large. learning de-tails from training data that may be unfamiliar and not applicable to new 

data. 

 Data overfitting arises because the distance between the training and validation graphs is quite large. 

As in the Tabel 3, Adam and Nadam Optimizer graph the train graph is growing but the validation graph 

is stagnant. The results from RMSProp get a fairly close distance difference between the training and 

validation graphs. If a model is trained too specifically on the training data, it will likely perform poorly 

on new data because the model has "memorized" patterns that are not generally patterns that can be 

applied to new data. 

3.4.  Anomaly Result 

In this experiment, several reasons resulted in the data being difficult for the model to classify. Data 

in the form of sentences can produce different results when processed. Sentences that contain two or 

more emotions in them can produce different emotions in each process. On the other hand, in the 

preprocessing process of removing punctuation marks, several sentences have different outputs because 

semantically the sentences have different meanings. 

4.  Conclusion 

Based on the results obtained, determining the right optimizer is done by conducting experiments 

according to the desired aspects. This research aims to classify five emotions, Marah, Takut, Senang, 

Cinta, and Sedih and evaluate the performance of three commonly used optimizer, Adam, RMSProp, 

and Nadam. The processed data used IndoBERT model for Indonesian text classification. The research 

purpose to search the best optimizer for text classification. This research uses control variables in the 

training used in this model consisting of dataset, IndoBERT model, learning rate 1e-6, and batch size 8. 

In the training process, 25 epochs are used by applying an early stop and patient of 5 epochs.  

The result shows classification used Adam Optimizer 90,21%, RMSProp Optimizer 82.11, and 

Nadam Optimizer 88.61%. The Adam optimizer applied to the IndoBERT model yielded the best results. 

This shows a significant improvement from previous studies, which had emotion classification. There 

are still many ways to improve the performance of Indonesian Text Processing but Indonesian text data 

processing resources are still lacking and still need to be developed further. Emotion classification can 

be further developed with multilabels by processing each emotion in one data. 
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Abstract. The escalating demand for secure data management in blockchain systems has 

prompted the exploration of advanced cryptographic techniques. Leveraging the SHA256 

hashing algorithm, this implementation aims to fortify data integrity, confidentiality, and 

authentication within the blockchain network. By meticulously examining the algorithm's 

application, the research demonstrates its efficacy in ensuring tamper-resistant data storage and 

retrieval, quantifying improvements in security percentages and specific metrics. The integration 

of SHA256 within the data layer is explored in technical detail, highlighting the concrete benefits 

of heightened security and immutability. The analysis discusses practical implications and delves 

into potential advancements in blockchain technology, offering valuable insights for researchers, 

developers, and practitioners seeking to bolster the robustness of data layers in blockchain 

networks. 
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1.  Introduction  

Blockchain has become a focal point of discussion for its potential to introduce novel technology and 

offer a new approach to obtaining and sharing information [1]. Functioning as a decentralized and 

immutable system, it distinguishes itself from traditional systems, incorporating ideas from years of 

research [2,3,4]. 

The need for new regulations arises to address current challenges and transform the traditional system 

into a decentralized and immutable one [5,6]. Recognizing shortcomings in the existing framework, 

there is a call for the development of a new regulatory structure. Emphasizing the importance of tracking 

and securing transactions within the blockchain system, the text underscores the need for trust in 

transactions within a distributed environment [7]. 

The focus centers on the importance of trust in transactions within a distributed environment, 

achievable through blockchain technology. Specific references are made to concealing user information 

through cryptography and utilizing the SHA256 hashing algorithm for security [8]. 

https://doi.org/10.26877/asset.v6i2.
mailto:*clivent1@gmail.com
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A crucial element enabling the effective functioning of the blockchain system is its ability to track 

all individual actions and ensure security. The use of the SHA256 hashing algorithm in blockchain 

technology plays a pivotal role in maintaining security by assigning a unique code to each piece of 

information. This code, proven to be highly secure through testing, ensures the effective functioning of 

the system. 

This research aims to implement a Data Layer on the Blockchain Network Using the SHA256 

Hashing Algorithm. The results of this research are expected to contribute to knowledge and insights in 

enhancing the resilience of the data layer on the blockchain network. 

2.  Methods 

2.1.  Type of Research 
This research employs an exploratory research design to investigate a topic without specific hypotheses, 

leading to the expansion of insights and the cultivation of a deeper understanding of a less-explored subject. 

This research serves as a fundamental starting point for future investigations, providing a foundation for 

broader and more in-depth research initiatives [9-11]. The exploratory research conducted aims to examine 

the implementation of data layers on the blockchain network using the SHA256 hashing algorithm, thereby 

enhancing knowledge and insights into improving the resilience of data layers on the blockchain network as 

a basis for future research.  

2.2.  System Development 
This research employs different phases of the Waterfall Model to guide the development process [12]. 

This model was chosen because it provides obvious specifications, minimal likelihood of significant changes, 

and low-performance variability in this study. The structured framework of this model offers clarity in the 

stages and documentation required to ensure planned and efficient implementation. Starting with a system 

requirements analysis, the research progresses through design, implementation, and testing, culminating in 

deployment and maintenance. This sequential approach allows for a thorough examination of each aspect of 

the system. 

3.  Results and Discussion 

3.1.  Planning 
The planning phase involves defining the project scope, conducting a comprehensive analysis of 

requirements, designing a technical architecture, allocating necessary resources, establishing a realistic 

timeline, assessing, and mitigating risks, planning a thorough testing strategy, developing a deployment plan, 

creating detailed documentation, and providing training for team members [13]. This strategic planning 

ensures a systematic and efficient implementation process, minimizing risks and facilitating the successful 

integration of SHA256 into the blockchain data layer while maintaining the security and integrity of data 

transactions. 

3.2.  Analysis 
The analysis phase involves a thorough examination of the project requirements and considerations. 

During this phase, the specific needs, and objectives for incorporating SHA256 are identified, and potential 

challenges or constraints are analyzed. Stakeholder input is gathered to understand both functional and non-

functional requirements, ensuring that the implementation aligns with security standards and performance 

expectations [14]. This analysis phase serves as the foundation for subsequent planning and technical design, 

guiding the development team in crafting a detailed and effective strategy for integrating SHA256 into the 

data layer. 

3.3.  System Design 
In the system design as shown in Figure 1 data will be stored in blocks that are linked as a blockchain, 

these blocks represent the historical changes of the data and can’t be altered or removed, SHA256 hashing 

algorithm is employed for the storage of the blockchain within the consensus mechanism [15]. This consensus 
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mechanism involves a hashing process that combines the hash of the previous data, the current data, and a 

random value [16]. The integration of consensus protocol is a fundamental aspect of many blockchain 

systems. In this case is a Proof of Work protocol, consensus must find a nonce value that, when hashed with 

the data of the block, produces a hash that meets certain predefined criteria. The SHA256 algorithm plays a 

crucial role in this process, providing a deterministic and secure way to generate the block's hash. The 

difficulty of the mathematical puzzle is adjusted dynamically to ensure that the time required to find a valid 

nonce aligns with the desired block generation rate. As illustrated in Figure 2, a new block depends on the 

hash of the preceding block, ensuring that each block has a relationship, making each block interdependent 

with the others. This ensures that any change in the data will result in a different hash value. 

 

Figure 1. Blockchain Data Layer Design 

3.4.  Implementation 
The implementation of the blockchain’s data layer was conducted using Go programming language and 

using SHA256 algorithm for hashing method. The block structure consists of block hash, the previous block 

hash (except first/genesis block), data that will be stored inside the block, and timestamp. 

 
Figure 2. Block Structure 

The block constructor method will need to satisfy a consensus protocol function interface, this will enable 
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the function to not have to care what kind of consensus protocol is being used and can be easily swapped if 

needed.  

 
Figure 3. Block Constructor & Consensus Interface 

Consensus function which in this case is using Proof of Work consensus protocol, will run the hashing 

algorithm that will take a Difficulty constant to and data as a parameter, these parameters will determine the 

hash output [17]. Figure 4 gives the example of block output, changing a single data in this block will result 

in a different output of the hash, which makes the blockchain invalid since the previous hash that was linked 

to this block didn’t match with this block hash. 

Data inside the block will be stored as string type, resulting from JSON serialization; this enables users 

to store data in their own structure if it is a valid JSON object. This data can later be deserialized for data 

reading purposes [18]. 

3.5.  System Testing 
In the testing phase, this system functions to test the implemented system to ensure it operates as expected 

and to identify any existing bugs in the system. The testing of this system is conducted using black-box 

testing. Black-box testing is a type of testing that focuses on the functions of the existing system. 

The results of the system testing indicate success in handling block changes, a crucial aspect of system 

resilience. The interconnected and interdependent nature of blocks in a blockchain system means that any 

change to one block has the potential to affect others. The system's ability to manage these changes 

demonstrates a robust design and implementation, ensuring the integrity of the entire blockchain structure. 

Despite these successes, it is essential to acknowledge potential challenges or limitations that may not be 

immediately evident from the test results. This may involve considerations such as scalability, transaction 

volume in the real world, or potential vulnerabilities that may not emerge in a controlled testing environment. 
Addressing these aspects comprehensively is critical to ensuring system readiness for real-world 

implementation and continued effectiveness in dynamic operational scenarios. 
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Table 1. System Testing Results 
  

Test Case Description Result 

Hash Hash with the SHA256 Algorithm. Success 

Change Block 
When one block changes, other blocks will also be affected 

because they are interconnected and dependent on each 

other. 
Success 

4.  Conclusion 
Through a meticulous examination of the algorithm's implementation in the data layer, this study has 

showcased its effectiveness in ensuring tamper-resistant data storage and retrieval. The integration of 

SHA256 not only contributes to heightened security but also underscores the principle of immutability, a 

cornerstone of blockchain technology. The unique codes generated by the algorithm serve as digital 

fingerprints, providing a secure and verifiable means of tracking and securing transactions within the 

decentralized environment. The findings of this research hold practical implications for the blockchain 

community, offering valuable insights for researchers, developers, and practitioners seeking to bolster the 

robustness of data layers in blockchain networks. The implementation of a Data Layer using the SHA256 

hashing algorithm establishes a foundation for a more secure and trustworthy blockchain ecosystem. 

In essence, the implementation of the Data Layer on the Blockchain Network using the SHA256 Hashing 

Algorithm marks a significant step towards fortifying the resilience of blockchain data layers, fostering a 

secure, efficient, and transparent foundation for the future of decentralized systems. This research endeavors 

to contribute to the collective knowledge and understanding of blockchain technology, guiding its trajectory 

toward enhanced security and innovation. 

Future research recommendations should prioritize scalability solutions, explore privacy-preserving 

techniques, improve smart contract security, standardize interoperability, and improve user interfaces. These 

focus areas will contribute to a more robust, secure, and user-friendly decentralized ecosystem, thereby 

driving broader adoption and innovation. 
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Abstract. Electric Vehicles (EVs) adoption is emerging especially electric motorcycles due to 

their lower price. Research has shown that the majority of people have positive sentiments 

towards EVs but most of the sentiments were from people who did not already own or use EVs, 

but rather from people who reacted / commented towards a product that is recently being 

launched/announced. This research aims to evaluate users’ opinions regarding the positive and 

negative aspects of electric motorcycles they had purchased / used. This information will be 

beneficial for the manufacturers and marketers as an evaluation for their products; and it is also 

beneficial for prospective buyers as a buying consideration. This research uses Aspect-Based 

Sentiment Analysis applied on 844 electric motorcycles review data from www.bikewale.com 

website. Results showed that the notable positive sentiments are related to smooth riding 

experience and low maintenance. Whereas notable negative sentiments are related to poor build 

quality and product malfunctions. The other aspects of electric motorcycles received mixed 

sentiments such as related to vehicle speed and customer service. The research findings, 

limitations, and future research direction are discussed.  

Keywords: aspect-based sentiment analysis, electric vehicle, electric motorcycle, users’ 

perspective  
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1.  Introduction  
Electric Vehicles (EVs) are emerging and vehicle manufacturers have released their products to the public, 

more specifically electric cars and electric motorcycles (EMs). Having lower price tags, electric motorcycle 

ownership has gained a more rapid growth than electric cars. When purchasing electric motorcycles, the 

public has their own expectation about the products, especially related to their expected / promised 

https://doi.org/10.26877/asset.v6i2.
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advantages. After the purchase has been made and the product being used, the owner / user will have their 

real-life experience and opinion about the product. The users will now see the real advantages and 

disadvantages of the product. This research aims to evaluate users’ opinions regarding the positive and 

negative aspects of electric motorcycles they had purchased / used. This information will be beneficial for 

both the manufacturer, marketers, and prospective buyers [1]. As for prospective buyers, it will inform them 

about the actual advantages and disadvantages of the product. As for marketers, it is useful for determining 

what features should be advertised. Whereas for the manufacturers, it serves as an evaluation of which aspects 

of the product are already good / well-received by the buyer and which aspects need improvement. Previous 

research commonly focused on EV buying motivation / considerations [2], and not on the actual advantages 

and disadvantages of EVs. Therefore this research aims to identify the real-life advantages and disadvantages 

of EVs as mentioned by people who already bought / used the vehicle. To identify the real-life advantages 

and disadvantages of EVs, aspect-based sentiment analysis is used as the research approach. 

Sentiment Analysis (SA) is one of the Natural Language Processing (NLP) tasks where people’s 

opinions/perceptions (positive or negative) toward certain entities such as products and services are extracted 

and analyzed [3]–[5]. There are three levels of SA: document-level SA, sentence-level SA, and aspect-based 

SA (ABSA) [6]. The document-level and sentence-level SA can only classify each document/sentence into a 

class and is incapable of finding the more fine-grained sentiment for a specific aspect of interest, such as the 

comfort and the speed of a vehicle. The document-level and sentence-level SA will struggle to classify a 

document/sentence that contains both positive and negative sentiments such as “The range is good but it’s 

too pricey.”. They will miss the details for each positive and negative sentiments. In this case, ABSA has the 

advantage to identify the aspects of the product that are perceived as positive or negative by the users / 

customers. One of the data sources that can be used for SA / ABSA is based on review data that is available 

online [7], [8]. In this research, ABSA is applied to EM review data to extract the positive and negative 

aspects of the already-owned EM. 

The three most commonly used approaches in ABSA are lexicon-based, traditional machine learning, and 

deep learning approach [6]. This research will use the lexicon-based approach, which uses a predefined 

dictionary of words and phrases that are associated with a positive or negative sentiment polarity. The ABSA 

in this research will use a lexicon-based sentiment analysis tool called VADER (Valence Aware Dictionary 

and sEntiment Reasoner) where the sentiment classification is based on positive or negative keywords such 

as “great”, “good”, “worst”, and “poor” [9].  

Research has shown that the public generally has positive sentiments towards EV [10], [11]. Sentiment 

analysis regarding EVs has been carried out based on social media data [1], [10]–[12]. The limitation of such 

data source is that it cannot guarantee that the person is already using the EVs. For example, research by 

Anwar (2023) [11] showed that most of the sentiments from social media are those from people who did not 

already own or use EVs, but rather people’s reaction towards a product that is recently being 

launched/announced [11], [12]. Also, the aspect being discussed is usually unrelated to the aspect of the 

product itself, but rather on other aspects such as EVs being environmentally friendly [11] and EV price [12]. 

Other research also showed that multiple users may give their opinions on different aspects of EVs, for 

example, potential customers talk about the price, brands of EVs, driving range, and charging time [13]. 

These kinds of sentiment analysis results do not reflect the real-world experience in using the product, which 

the information is much needed especially for people who are planning to buy an EV. To extract the specific 

aspects of the product that need paying attention in buying consideration, we need to use Aspect-Based 

Sentiment Analysis (ABSA) instead of document-level sentiment analysis. Therefore, this research will focus 

on conducting ABSA on EV reviews from people who already use or own an EV. Other research that used 

Chinese EV review data had performed sentiment analysis but on document-level [14]. 

2.  Methods 

The research methods are shown in Figure 1. The electric motorcycle review data was collected from 

www.bikewale.com, an Indian website that provides information related to motorcycles including 

specifications, price, and reviews from the users. In this research, the data being used is the review text. 

The review data is collected across multiple electric motorcycle brands and models to inform us of 

general sentiments related to Electric Motorcycles. The text will undergo dependency parsing 

(identifying grammatical relationships between words in a sentence) and noun phrase extraction using 
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the SpaCy  [15] module in Python. SpaCy is known to be the fastest NLP parser available while and has 

the highest state-of-the-art accuracy  [16]–[18].  The parser used in SpaCy is a transition-based 

dependency parser. It uses the large English pipeline named “en_core_web_lg” which was trained using 

three datasets namely the OntoNotes Release 5.0 (University of Pennsylvania), ClearNLP (Emory 

University), and WordNet 3.0 (Princeton University) [15]. The accuracy of the Part-of-speech tagger 

component is 0.97, 0.92 for Sentence segmentation precision, and 0.90 for Labeled dependencies [15]. 

The extracted noun phrases are then classified into positive and negative sentiments using the VADER 

SentimentIntensityAnalyzer [9] submodule in the nltk [19] module in Python. VADER is chosen 

because of its rule-based approach which brings four major advantages: transparency, domain-

independence, no training requirement, and speed. First, due to its rule-based nature, VADER is 

transparent and allows us to understand why a particular phrase was assigned to a positive or negative 

sentiment. Second, the traditional Machine Learning and Deep Learning model requires training on 

labeled and specific domain datasets, whereas VADER does not require training and is domain-

independent which will work on any domain. Lastly, VADER is faster and more lightweight than the 

Deep Learning model. Finally, the frequency of each noun phrase is calculated to extract the aspect-

based sentiment and the result is interpreted. The experiments were carried out using  Python 3.7 and 

Jupyter Notebook [20]. An example of the research process is shown in Table 1. 

 

Table 1. Example of dependency parsing, noun phrase extraction, and sentiment classification  

 

Phase Example 

Review text Awesome looks, but the range is short.. 

Dependency 

parsing 

 
Extracted 

noun phrases 
“awesome looks”, “short range” 

Sentiment 

classification 

“awesome looks” -> positive sentiment 

“short range” -> negative sentiment 
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3.  Results and Discussion 

The data acquisition resulted in a total of 844 rows of review data from multiple EM brands and models 

with 79% of the reviews being from owners. The rest of them are either people who use other people’s 

EM or just give a comment about a particular EM product. The length of the reviews is up to 5500 

characters or 970 words with an average of 462 characters or 89 words. On the document-level sentiment 

analysis, our data showed that most of the reviews are positive (72%). The results of the positive and 

negative aspects are shown in Table 2 and Table 3 respectively. The frequency of aspects mentioned in 

the review can reflect the importance of each aspect which can inform the manufacturer, marketer, or 

consumer about which aspects need paying attention [21]. 

  Table 2 shows that the notable positive sentiments are related to a smooth riding experience and low 

maintenance. Research has shown that riding comfort is related to sound and vibration [22]. This is 

reasonable since EV uses an electric motor which produces minimal sound and vibration. The result 

related to EV’s low maintenance is in line with other research results which mentioned that one of the 

advantages of EVs is low maintenance [23]. EVs are also known to have lower maintenance costs 

compared to internal combustion engine (ICE) vehicles, although it has higher initial costs [24]. The 

low maintenance of EVs comes from the use of battery and electric motors [25] instead of the more 

complicated drivetrain system in combustion-based vehicles. 

 On the other hand, the notable negative sentiments are related to poor build quality and product 

malfunction. The low build quality may come from the competition of the manufacturer to offer lower 

prices since EVs are generally more expensive due to battery cost [26]. Even though many people 

mentioned the poor build quality, there are quite a lot of people who mentioned that the build quality is 

good. This can be explained by the fact that they reviewed different brands and models. Related to EV 

malfunction, it can be mitigated by using a Fault Detection system especially if it is related to the battery 

and electric motor as they are the most critical components [27]. Other aspects such as customer service 

 
 

Figure 1. Research Methods 
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and EM speed received mixed sentiments. This variation may also be attributed to people reviewing 

different brands/models.  

 Contrary to other research results, our result does not mention the sentiment towards charging 

stations [28]. It might be explained by that EM can be charged at home and is used for shorter travel 

distances than cars, thus it does not need public charging stations. Charging EM at home is generally 

much easier to do, much less costly to install, and does not need higher power than an EV car charger. 

  Other research in EV (car) sentiments analysis using LDA found that the most important 

topics/aspects the customers consider when planning to purchase an EV are: dynamics (top speed, 

acceleration, etc), technology (driving range, charge time, etc), safety (braking properties, operating 

stability, etc), comfort (suspension, seat, etc), and cost [29]. The result of our research agreed on four 

out of the five aspects, excluding safety. The lack of findings about the safety aspect in our research 

aspect might be explained by that the EM owner is less concerned about the vehicle safety relative to 

other aspects of the vehicle, or that the safety of electric motorcycles is less of a concern than those of 

electric cars. Nevertheless, future research may need to explore the safety aspect of EM as it is an 

important aspect to consider, especially regarding government policy related to vehicle safety. Other 

ABSA research on ICE cars use has found that most of its users are satisfied with several positive aspects 

of the vehicle such as driving comfort, good fuel economy / mileage, reliability, value for money, quiet 

ride, good acceleration, well-designed, solid build, etc [30]. Many of these aspects have also been 

captured in our research. Manufacturers may use this information to target the specific aspect they need 

to maintain / improve the quality of. 

 Compared to the previous research [29], this research found three new important aspects related to 

EVs: build quality, product malfunction, and customer service. All of these aspects have mixed 

sentiments but generally tend to be on the negative side. All of this negativity might be attributed to 

price competition among manufacturers/companies. Therefore, based on this research result, the 

manufacturer/company needs to pay attention to product build quality and electric system reliability; 

whereas marketers/dealers should focus on giving good service to their customers.  

 The limitation of this research is that this research is based on short-term reviews where most of the 

reviews (70%) are from owners who give reviews within 1 year of EM usage/ownership. Future research 

may need to perform follow-up research with a longer period of ownership, such as 3-5 years of use, 

especially regarding the battery performance because the battery capacity might be degraded after 3-5 

years of use. Some of the electric motorcycle parts may also degrade and need replacement after a certain 

period of usage time. This information is also important to consider for people planning to buy an EV. 

 

Table 2. List of positive aspects and its corresponding frequency  

  

Positive aspects Frequency 

Good/smooth riding experience 22 

Good service 13 

Low maintenance 11 

High speed 11 

Good quality 10 

Good mileage 8 

Amazing look 4 

Large boot space 3 

Functional buttons 2 

Affordable price 2 

Removable battery option 2 
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Table 3. List of negative aspects and its corresponding frequency  

  

Negative aspects Frequency 

Poor build quality  57 

Bad experience 15 

Many problems 11 

Bad customer service 11 

Low speed 6 

Bad salesperson 5 

Bad servicing 4 

Suddenly stops 3 

Frequent price hikes 2 

 

4.  Conclusion 

This research aims to uncover users’ opinions on the positive and negative aspects of electric motorcycle 

usage based on user reviews. Results showed that the notable positive sentiments are related to a smooth 

riding experience and low maintenance. Whereas notable negative sentiments are related to poor build 

quality and product malfunctions. The other aspects of EM received mixed sentiments such as related 

to vehicle speed and customer service. Based on the results, manufacturers should improve the overall 

build quality of their products and the quality of their electrical systems. As for the marketers, they 

should provide better customer service in handling prospective buyers, handling customer complaints, 

and giving after-sales services. As for the prospective buyers, they should carefully choose which brand 

/ model has a good build quality and good customer service. The limitation of the study is that this 

research uses short-term reviews in which most of the reviews (70%) are from owners who give reviews 

within 1 year of using/owning the electric motorcycles. Future research may need to perform a follow-

up research on a longer ownership period, such as 3-5 years of use, as people’s opinions may change 

over time and some of the components especially the battery may degrade in performance and become 

a significant issue. Future research may focus on exploring some aspects related to longer-term reviews 

such as battery degradation, vehicle performance degradation, and component degradation. 
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Abstract. Chatbot is one of the implementations of artificial intelligence in helping human tasks. 

The way the chatbot itself works is to answer questions directly according to the database that 

has been created. Chatbot helps online store owners answer questions from the same customers 

so that there is efficiency in terms of employee salaries. 40 questions that are often asked by 

customers to the online store admin. In its use, chatbot is one of the implementations of machine 

learning, where the function of machine learning itself is to improve the ability of machines to 

learn new information from data and develop the ability of machines to solve problems. Machine 

learning requires instruction from training data or input to teach machines how to solve problems, 

answer questions, and draw conclusions from the results of data processing. Furthermore, it is 

processed using Natural Language Processing (NLP). Natural Language Processing (NLP) is a 

branch of artificial intelligence that is able to study communication between humans and 

computers through natural language. The processing stages are identifying the intent, processing 

the input and displaying the results according to the input. Followed by testing the accuracy 

level. Then conduct testing using 40 question and answer data. Then obtained 36 answers that 

are appropriate and 4 answers that are not appropriate with the percentage of accuracy of the 

answers generated from the chatbot is 90 percent. The results of this test can answer the questions 

asked by customers. This chatbot can make it easier for customers to get information with a very 

good level of accuracy. 

Keywords: Chattbot, Natural Languange Processing, Artificial Intellegent, Online Store, 

Service, Machine Learning.  
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1.  Introduction  

Online stores are one of the shifting trends after internet technology became increasingly popular. 

The shopping community does not need to leave the place, they can choose the items to be purchased 

through online stores through the marketplace by looking at the photos displayed along with the 

description of the goods written, Because of this, it has led to an increasing number of online stores in 

Indonesia, and made online store owners unable to take a lot of profit because if their goods are too 

expensive buyers will choose to shop at other online stores[1]. Therefore, the owner will try to minimize 

the costs incurred, one of which is the cost of employee salaries.  

Online stores do not require face-to-face meetings with buyers but the meeting is done online using 

the chat feature. Chatbot is a solution needed by online shop entrepreneurs in order to reduce employee 

salary costs, especially admin.[2] Chatbot can eliminate the role of admin by replying to questions from 

customers automatically, so that customers can still be served without having to be done by humans[3]. 

https://doi.org/10.26877/asset.v6i2.18309
mailto:anshar@nobel.ac.id1
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The development of information technology has brought significant impacts in various aspects of life, 

including the business world.[4] In the context of e-commerce or online stores, the interaction between 

customers and sales platforms is crucial to creating a satisfying and efficient experience. In an effort to 

meet these demands, the application of artificial intelligence technology, particularly chatbots, has 

become an increasingly popular trend.[5] 

A chatbot is a computer system designed to perform human-machine interaction through natural 

language. [6]Basically, chatbots aim to provide instant responses to user questions or requests without 

involving human intervention. In the context of online stores, the use of chatbots is not only considered 

an innovative element, but also a strategy that can improve the efficiency and quality of customer service. 

One of the growing methods to improve chatbot performance is Natural Language Processing (NLP). 

NLP is a branch of artificial intelligence that allows machines to understand, interpret, and respond to 

human language in a manner similar to human-to-human communication. By applying NLP methods to 

chatbots, it is expected to improve the chatbot's ability to understand and respond to various natural 

language expressions used by users.[7] 

Research on this chatbot gets an accuracy of 90.9 %, while the responsiveness time to answer 

questions of less than 5 words is 0.01 seconds and 0.02 seconds for more than 5 words.[8] for more than 

5 words is 0.02 seconds with a data set of 1000 lines. data set of 1000 lines. This chatbot application is 

able to answer the questions asked by user, according to the knowledge that has been given previously. 

The response given by the chatbot depends on the keywords inputted, chatbot will reply to keywords 

with the most similar pattern from the textual database from the textual database.[9] 

Chatbot technology is one form of application with Natural Language Processing (NLP), NLP itself 

is one of the fields of science. Artificial Intelligence that studying communication between humans and 

computers through natural language[10]. This application application is known as an automatic 

conversation agent that running on computer programming or some kind of Artificial Intelligence (AI) 

interaction between users and machine with the intervention of Natural Language Processing.[11] 

Chatbots can potentially be called the most promising form of of human-machine interaction that is the 

most promising and advanced.[12] NLP has many purposes that can assist human communication, such 

as translation machine and assisting human machine communication, such as with conversational agents 

and others. A chatbot is a technology whose main purpose is to interact with human users by processing 

natural language input and generating relative output through a machine-driven rule-driven machine or 

artificial intelligence engine. Natural language processing uses the stages of tokenizing, filtering, and 

analysis as well as applying the knuth morris prrat algorithm.[13] 

This research aims to identify the use of chatbots in online store services with an NLP approach. 

Through a deeper understanding of the implementation of this technology, it is expected to reveal the 

potential for improving service quality, operational efficiency, and customer experience in the context 

of online stores. Thus, this research not only contributes to the literature on chatbot applications in e-

commerce, but also provides practical insights for businesses in utilizing this technology to improve 

competitiveness and customer satisfaction[14].      

2.  Methods 

The framework in research is an interconnected stage with a systematic arrangement to solve a problem. 

systematically to solve a problem. [15]At This research framework is carried out in stages to make it 

easier to solve problems related to related to Chatbot Identification in Improving Online Services Using 

the Natural Language Processing Method. Work framework in stages of research can be seen in Figure 

1[16].   
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Figure 1. Framework research 

 

2.1 Palugada online store service information data  

 

collection sales information used by the author in this study are:  

a. Interviews were conducted with customers and resellers of the palugada online store. 

b. Literature studies are carried out by searching for journal references. 

c. Questionnaires addressed to customers and resellers of palugada online stores.  

 

2.2 Entering questions or information data 

Questions about palugada online shop services are collected along with the answers using the program 

that has been created. For text-based chatbots, you can type questions or information into the chat or 

text interface, so that the chatbot will generate a response based on their understanding of your question 

or information.[17]  

 

2.3 Determination of training and classification data 

Training and Classification is done so that the chatbot has the knowledge to understand natural human 

language, this stage is used when there is one word or keyword that is suspected to be similar, an answer 

will appear according to customer expectations.[2] 

 

2.4 Preprocessing questions 

The preprocessing of these questions is done using algorithms in order to produce appropriate answers 

in the database. Syntax Analysis in NLP is divided into 3 (three).[8] 

Palugada online store service data 

data 

Entering questions or information data 

Determination of training and classification data 

Preprocessing questions  

A 

Determination of answer information 

Determination answer of online service accuracy 

Result dan Discussion 

A 
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a. Case Folding: 

To simplify processing, case folding is often performed to convert all letters in the text to lowercase 

or uppercase. This helps overcome the issue of case distinction which may not be relevant. 

b. Tokenization: 

Tokenization is the process of converting text into smaller pieces, called tokens. Tokenization is an 

important step in text processing in Natural Language Processing (NLP) by dividing text or 

sentences into smaller units called tokens. Tokens can be words, phrases, or characters. 

c. Filtering or Stopword Removal: 

Filtering or stopword removal is a common step in text pre-processing in Natural Language 

Processing (NLP). Stopwords are common words that appear frequently in text and tend not to 

contribute significantly to the meaning of a sentence or document. Stopwords (common words like 

"the", "and", "is") are often removed to increase the focus on more informative words. 

 

2.5 Determination of answer information. 

 

Chatbot is intended as a tool to answer questions automatically, so before the question is 

answered, the question and answer must be determined first. Determination of answers in this online 

store service is collected first, as seen in Figure 2, so that if there is a chatbot question will answer 

according to the answers that have been provided. 

 

Figure 2. Determination of answer 

2.6 Determination answer of online service accuracy. 

Determining accuracy based on questions on a chatbot refers to evaluating the 

performance of the chatbot in answering questions asked by users.[18] Accuracy is a metric 

that measures the extent to which the answer provided by the chatbot is as expected or 

desired.[19] 



  

0240206-05 

 

 

Figure 3. Determination answer of online service accuracy. 

Accuracy :    
Match answer 

     All answer
 𝑥 100% 

   : 
36

 40
 𝑥 100% 

   : 90% 

Based on testing the accuracy of answers using chattbot, it has been tried by entering 40 

questions on the palugada online store service, found 4 answers that do not match so that the 

accuracy of the chattbot is 90%. 

3.  Result and Discussion  

At this stage the author identifies the chatbot created on WhatsApp to improve online 

services. The chatbot application is presented in the figure 4.[20] 
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Figure 4. Result of chatbot  

The use of chattbot using the natural language processing method can help the owner in 

answering questions from customers.  as shown in Figure 7, the questions "kak, jual apa aja ?" 

and "kak jual apa aja ?" the answer will be the same because it uses the natural language 

processing method to remove the "," sign in the question so that the answer that appears is the 

same.    

3.1 Perform question preprocessing 

a. Case Folding is a process in NLP to convert all words into lowercase letters. 

                       
Figure 5. Case Folding Process 

 

Case folding is one of the stages in text processing in Natural Language Processing (NLP). Case 

folding is used to convert all characters in the text into lowercase or uppercase letters, thus treating 

the text without considering the difference between uppercase and lowercase letters. This helps to 

reduce complexity in the next stage of analysis, as the same word with different uppercase or 

lowercase letters will be considered the same. In Figure 5, it can be seen that there is an uppercase 
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letter located at the end of the word so that after NLP is applied the uppercase letter that was originally 

located at the end of the word becomes lowercase. [20] 

 
b. Tokenization which is a process in NLP to break down the input text in the form of questions into 

words. 

                  

 

 

 

Figure 6. Tokenization Process 

 

Tokenization is the process of dividing text or sentences into smaller parts, called tokens. 

Tokens can be words, phrases, or other subsections of the text. Tokenization helps transform text 

into a more structured representation, making analysis and modeling easier.[9] In Figure 6 the 

sentence "Barang yang dijual apa aja ?" in the Tokenization process will divide the text into tokens 

in the form of words or collections of words, namely: ["Barang", "yang", "dijual", "apa", "aja"]. 

 
c. Filtering, which is a process in NLP to eliminate conjunctions such as "dan"  

 

 

 

 

 

 

 

Figure 7. Filtering Process 

 

Filtering in Natural Language Processing (NLP) is the process of removing or filtering certain 

elements of the text that are considered irrelevant or unwanted. [14]The process carried out at this 

filtering stage is Stopword Removal where the meaning of stopword removal is common words 

that often appear in text and tend not to provide significant information. In Figure 7 removes the 

stopword "and". 

4.  Conclusion  

This research identifies the use of chatbots in online store services by applying Natural Language 

Processing (NLP) methods. Through this exploration, it can be concluded that the use of chatbots with 

NLP brings significant positive impacts on various operational aspects and service quality of online 

stores. The implementation of a chatbot improves operational efficiency by providing instant responses 

to customer queries and handling routine tasks automatically. This not only reduces the workload of the 

human customer support team but also speeds up the overall service process. The chatbot's ability to 

understand natural language using NLP methods provides more natural and relevant interactions with 

customers. Improvements in understanding synonyms, complex sentence structures, and context enrich 

the customer experience and result in more accurate responses. 
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Abstract. This research discusses the importance of early diabetes prediction and efforts to 

increase prediction accuracy using a Decision Tree Learning Algorithm and integration of the 

Adaboost Method. This study uses a data set from Kaggle with 520 records, 16 attributes, and 

one positive or negative diabetes class. The evaluation method used is the Confusion Matrix. 

The research results showed that the Decision Tree algorithm achieved an accuracy of 94.23%, 

but after integrating the Adaboost Method, the accuracy increased to 97.31%. The implications 

of these findings emphasize the importance of predictive approaches in early disease detection 

and highlight the potential of the Adaboost method in improving the accuracy of diabetes 

prediction. 
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1.  Introduction  

Diabetes is a disease that threatens global public health but is challenging to detect early because of 

the lack of apparent symptoms. According to the World Health Organization (WHO), diabetes is ranked 

9th as the deadliest disease in the world. In Indonesia itself, diabetes is a severe problem, ranking 7th as 

the country with the highest number of people with diabetes [1]. The impact of diabetes is 

comprehensive, starting from damaging vital organs such as the kidneys, eyes, and nerves to increasing 

the risk of heart disease and even death in mothers during childbirth. Delayed diagnosis often causes 

complications that lead to death before the patient realizes that they have diabetes [2]. 

The importance of early detection in preventing the destructive effects of diabetes drives the need 

for an effective prediction system [3]. By analyzing the supporting attributes of diabetes, prediction 

systems can be a more affordable and efficient option compared to visits to specialist doctors and 

laboratory tests. For this reason, machine learning methods, such as the Decision Tree algorithm, are 

often used in efforts to predict diabetes. In the field of prediction, several algorithms are often used in 

research related to machine learning, namely Decision Tree [4], Neural Network [5], Support Vector 

Machine, and Naive Bayes [6]. One of the machine learning algorithms for making predictions with the 

https://doi.org/10.26877/asset.v6i2.18342
mailto:p31202102446@mhs.dinus.ac.id
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highest level of accuracy, the most popular, which is easy for humans to understand and is often used, 

is the Decision Tree algorithm [7], [8]. 

Although the Decision Tree algorithm is effective, it has limitations in prediction accuracy, especially 

in the case of disease prediction [8]. Therefore, this research aims to increase prediction accuracy by 

integrating the Adaboost method into the Decision Tree algorithm. The Adaboost method is used to 

improve the performance of a single algorithm by forming several prediction models from training data 

[9]. 

This research aims to overcome the limited accuracy of diabetes prediction by integrating the 

Adaboost method into the Decision Tree algorithm. Through data analysis from the Kaggle dataset 

consisting of 520 records with 16 attributes, including age, gender, and other symptoms, this research 

evaluates the prediction performance using the Confusion Matrix. So, this research will provide an 

overview of the effectiveness of using the Decision Tree algorithm enhanced with the Adaboost method 

in predicting diabetes. The implications of the findings from this study will help improve understanding 

of the importance of predictive approaches in managing chronic diseases such as diabetes. 

2.  Methods 

This research methodology outlines the steps that will be taken in the assessment process to achieve 

the stated research objectives. The Cross Industry Standard Process for Data Mining (CRISP-DM) data 

mining standardization model was chosen for this research methodology. CRISP-DM was selected 

because it is one of the most frequently used data mining methods. This study uses the Decision Tree 

classification model with the C4.5 algorithm, and the boosting is carried out using the Adaboost 

algorithm. Below is a picture of the flow of the stages of the research. 

 
Figure 1. Research Methodology 

2.1.  Business Understanding 

The first stage in CRISP-DM is understanding the business goals and needs from a business 

perspective. Based on the results of a literature study, it was found that diabetes is the deadliest disease, 

ranked 9th in the world. People who have diabetes have an increased risk of more severe and life-

threatening health problems that can result in medical care costs, reduced quality of life, and increased 

mortality. With an estimated global prevalence of 9.3% in 2019, diabetes is a significant global public 

health problem, so computational analysis and disease prediction can help in diagnosis. 

2.2.  Data Understanding 

This study uses public data from the Kaggle website with 520 data records. This dataset comprises 

17 attributes, including age, gender, and symptoms that can influence a person's diabetes risk. This 

dataset's target field or label is diabetes disease status, with a negative value indicating not having the 

disease and a positive showing having the disease. The following dataset table is presented. 

 

 

 



  

0240207-03 

 

Table 1. Datasets 

Age Gender Polydipsia Sudden Weight Loss … Alopecia Obesity class 

40 Male Yes No … Yes Yes Positive 

58 Male No No … Yes No Positive 

41 Male No No … Yes No Positive 

45 Male No Yes … No No Positive 

60 Male Yes Yes … Yes Yes Positive 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
 

2.3.  Data Preparation 

After the data is collected, the next stage is the data preparation stage, including data cleaning. At 

the data cleaning stage, the initial data obtained is checked for missing/blank, noisy, and inconsistent 

data. If the data has missing values above 50%, the attributes can be ignored or deleted at the data 

cleaning stage. This can be done to overcome missing data values using the replace missing value 

method using the average contained in the return missing value. When processed, it produces a data 

pattern according to the dataset table, which explains that there is no empty/missing value or noisy or 

inconsistent data. With a total of 520 data. 

2.4.  Modelling 

This stage directly involves Machine Learning to determine data mining techniques and algorithms. 

This research uses the Decision Tree classification model with the C4.5 algorithm, and the boosting is 

carried out using the Adaboost algorithm. This model will be implemented to see an immediate increase 

in accuracy. 

1. Decision Tree C4.5 

Find tree roots. The selected attribute will be the basis for taking root, and the method for calculating 

the gain value for each attribute will be used; the highest gain value will be the first root. Before 

calculating the gain value for each attribute, calculate the entropy value first. The entropy value is 

calculated as follows: 

 
=

−=

c

i

ii ppSEntropy

1

2log)(  (1) 

 

To calculate the Gain value, use the Equation: 

 𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑆|

𝑛

𝑖=1

∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖) (2) 

 

2. Adaboost 

 Then the Adaboost calculation is as follows:           

 

Initiation of weight values on training 

samples 
𝐷1(𝑖) =

1

𝑚
 𝑈𝑛𝑡𝑢𝑘 𝑖 = 1, … , 𝑚 

(3) 

 

Calculate the training 

sample error 
€𝑡 = ∑ 𝐷𝑡 (𝑖) 

(4) 

 

Calculate the training sample weight 

values 
𝛼𝑡 =

1

2
 In (

1 − €𝑡

€𝑡
) 

(5) 
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After that, update the sample weight 

value for correct predictions 
𝐷𝑡 + 1(𝑖) = 𝐷𝑡(𝑖)𝑥 {−𝛼𝑡 (6) 

 

After that, update the sample weight 

value for incorrect predictions 
𝐷𝑡 + 1(𝑖) = 𝐷𝑡(𝑖)𝑥 {𝛼𝑡 (7) 

 

Output of final prediction 
𝐻(𝑋) = 𝑠𝑖𝑔𝑛 (∑ 𝛼𝑡 ℎ𝑡(𝑋

𝑇

𝑡=1
)) 

(8) 

 

2.5.  Evaluation 

Looking at for the performance level of the patterns created by the algorithm is a way to carry out this 

stage. The evaluation algorithm uses Matrix Confusion with arrangement for accuracy, precision, and 

recall values. It is possible to calculate this value: 

 

Accuracy = 
Number of correct classifications

Total testing samples tested
 𝑥 100% (9) 

Precision = 
True Positive

True Positive+False Negative
 𝑥 100% (10) 

Recall = 
True Positive

True Positive+False Positive
 𝑥 100% (11) 

 

2.6.  Deployment  

Then, the evaluation stage is completed, where a specific and detailed assessment is made based on the 

results of a model. Therefore, implementation of all the models that have been created is carried out. 

Apart from what has been explained, adjustments are also made to the model to produce results 

following the initial objectives of the proposed CRISP-DM stage. 

3.  Results and Discussion 

3.1.  Modelling 

At this stage, 520 records are used with data with 17 attributes used. The last attribute (Class) is the 

target class, so there are 16 data attributes. There are two treatments for modeling the dataset: data using 

the decision tree algorithm and dataset using the Decision Tree algorithm, which is optimized with 

Adaboost. 

1. Decision Tree Modeling C4.5 

Modeling the C4.5 Decision Tree Algorithm begins by calculating the entropy value. After that, 

estimate the gain values of the ten attributes used to build the classification tree. The parent node is 

determined from the attribute with the highest gain value. From the parent node, a branch is created 

from the parent node category. Then, check whether there are any remaining attributes. If the 

condition is still there, repeat the process of calculating the entropy value. If the condition is not, 

continue building the C4.5 Decision Tree Algorithm, interpreting the results of the Decision Tree 

created, and calculating the accuracy value based on the confusion matrix. The results of calculating 

the entropy value using equation (1), the gain using the following equation (2): 

 

Table 2. Calculation of Entropy and Gain Values 

 Total (S) Yes(Si) No(Si) Entropy Gain 

Age 23-45 203 100 103 0.9998 0.0385 

 46-90 317 195 132 0.9612 
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Gender Male 328 148 180 0.9930 0.1452 

 Female 192 170 22 0.5135 

Polyuria Yes 258 230 28 0.4954 0.3269 

  No 262 75 187 0.8638 

Polydipsia Yes 233 220 13 0.3105 0.2802 

 No 287 90 197 0.8972 

Sudden  WL Yes 217 187 30 0.5796 0.1452 

 No 303 130 173 0.9853 

Weakness Yes 305 225 80 0.8301 0.0614 

  No 215 103 112 0.9986 

Polyphagia Yes 237 191 46 0.7098 0.0948 

 No 283 133 150 0.9974 

Genital Yes 116 80 36 0.8935 0.0049 

 No 404 240 164 0.9742 

Visual Blur Yes 233 176 57 0.8026 0.0497 

 No 287 145 142 0.9998 

Itching Yes 253 153 100 0.9680 0.0004 

 No 267 167 100 0.9540 

Irratability Yes 124 110 14 0.5085 0.0864 

 No 394 214 180 0.9945 

Delay heal Yes 239 152 87 0.9460 0.0019 

 No 281 165 116 0.9779 

Partial pares Yes 224 180 44 0.7146 0.0917 

  No 296 128 168 0.9867 

Muscle stif Yes 195 130 65 0.9183 0.0303 

  No 325 180 145 0.9916 

Alopecia Yes 341 243 98 0.8653 0.0530 

  No 179 79 100 0.99 

Obesity Yes 88 53 35 0.9695 0.0181 

Total(Class)  520 320 200 0.9612  

 

Based on the table above, it can be seen that of the 16 attributes used in this research, the Polyuria 

attribute has the highest gain value, namely 0.3269. This means that the polyuria attribute has the 

most significant influence in predicting diabetes. Then, the Polyuria attribute will be the root node. 

 
Figure 2. Node Root 

Based on the root node above, the following nodes can be continued. Eliminate the previously selected 

attributes and repeat the calculation as at the beginning of the Entropy value, Information Gain, by 

choosing the largest Information Gain and making it the internal node of the tree. Repeat the calculation 

until all tree attributes have a class. Finally, a decision tree is produced as follows. 
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Figure 3. Decision Tree 

Based on the decision tree image, a rule is formed as follows. 

R1:  IF Polyuria=No ^ Polydipsia=No ^ Gender=Female ^ Alopecia=Yes THEN 

Diabetes=Negatif 

R2:  IF Polyuria=No ^ Polydipsia=No ^ Gender=Female ^ Alopecia=No ^ Age= >34 THEN 

Diabetes=Positif 

R3:  IF Polyuria=No ^ Polydipsia=No ^ Gender=Female ^ Alopecia=No ^ Age= ≤34 ^ Visual 

Blurring=No THEN Diabetes=Negatif 

R4:  IF Polyuria=No ^ Polydipsia=No ^ Gender=Female ^ Alopecia=No ^ Age= ≤34 ^ Visual 

Blurring=Yes THEN Diabetes=Positif 

R5:  IF Polyuria=No ^ Polydipsia=No ^ Gender=Male ^ Irrability=No ^ Partial Paresis=No ^ 

Delayed Healing=No THEN Diabetes=Negatif 

 

After the C4.5 Decision Tree Algorithm is built, the model is evaluated using a confusion matrix. The 

initial data is predicted based on the C4.5 Decision Tree Algorithm that has been created. It was found 

that 306 patients were declared to have diabetes, 184 patients were displayed not to have diabetes or 

were non-diabetic, and 16 patients with diabetes who were identified as non-diabetics were included 

in the "Type I Error." In contrast, non-diabetic patients who were identified as having diabetes, as 

many as 14 are included in the "Type II Error." 

 

Table 3. Confusion Matrix Decision Tree 

 true Positive true Negative 

pred. Positive 306 16 

pred. Negative 14 184 

 

The evaluation results of the C4.5 Algorithm model using the confusion matrix shown in Table 3 

show an accuracy value of 94.23%. After that, modeling was carried out using the Adaboost method. 

 

2. Adaboost Modeling 

The initialization weight value of the data in the first iteration using Equation (3) with a maximum 

iteration of 10 is 0.00192. Data found that did not match the original class in the first iteration were 

30 data. The next step is to calculate the research data error using Equation (4). The data error value 
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in the initial iteration is 0.0576. After calculating research data errors, the next step is to calculate the 

data weights using the Equation (5). The data weight value obtained was 1.3994. Using Equation (6), 

the data weights are updated in the first iteration where positive status is a positive result, while 

negative is not having diabetes. The weight of the data whose initial status was positive and was 

correctly predicted as positive and whose initial status was negative and correctly predicted as 

unfavorable was 0.000473. The weight of data whose initial status is positive and is expected to be 

hostile or vice versa is 0.007774. 

 

Table 4. Hasil Update Bobot 

No Age Gender Polyuria Polydipsia Class Class Prediction Update Bobot 

1 54.0 Female Yes Yes Positive Positive 0.000473 

2 48.0 Female Yes Yes Positive Positive 0.000473 

3 60.0 Male Yes Yes Positive Positive 0.000473 

4 53.0 Male Yes Yes Positive Positive 0.000473 

5 41.0 Male Yes Yes Positive Positive 0.000473 

6 63.0 Male Yes Yes Positive Positive 0.000473 

7 48.0 Female No No Positive Positive 0.000473 

8 60.0 Female Yes Yes Positive Positive 0.000473 

9 50.0 Female No Yes Positive Negative 0.007774 

10 25.0 Female No No Positive Negative 0.007774 

11 39.0 Female Yes Yes Positive Positive 0.000473 

… … … … … … … … 

 

The calculation is repeated until the error value is at least 0.5 and the maximum iteration is reached. 

After that, the process can be stopped. Next, evaluate the model using the Adaboost method using a 

confusion matrix. Prediction data from the C4.5 Algorithm is predicted again based on the boosting 

results using the Adaboost method. It was found that 311 patients were declared to have diabetes, 

195 patients were displayed not to have diabetes or were non-diabetic, and five patients with diabetes 

who were identified as non-diabetics were included in the "Type I Error." In contrast, non-diabetic 

patients who were identified as having diabetes as many as nine are included in the "Type II Error." 

 

Table 5. Confusion Matrix Adaboost 

 true Positive true Negative 

pred. Positive 311 5 

pred. Negative 9 195 

 

Based on the outcome of the evaluation of the C4.5, The algorithm model, after being boosted with 

a confusion matrix, uses the Adaboost method in Table 5; the accuracy value was 97.31%. This 

means there is an increase in the accuracy of the results obtained with the Decision Tree C4.5 

algorithm. The accuracy value increased by 3% after boosting using the Adaboost method. 

This is because the Adaboost method can handle samples that are difficult to predict by the decision 

tree model. Adaboost will improve its predictions on these samples by reducing the number of errors 

and increasing accuracy. The Decision Tree model that makes the best contribution to errors is given 

greater weight in Adaboost. Giving weight to the best model helps increase the strength of the 

ensemble and dominates the decisions of better decision tree models [10]. The Adaboost models 

produced at each iteration are combined into an ensemble model. The final prediction is made by 

taking the majority decision from all models. This can help overcome the weaknesses of the Decision 

Tree model. 
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4.  Conclusion 

This research emphasizes the importance of predicting diabetes early as an initial step in preventing 

the negative impacts that may arise due to this disease. With global prevalence continuing to increase, 

early detection is crucial to reduce the risk of potentially fatal complications. The research results show 

that using the Adaboost method to improve the accuracy of diabetes predictions is very effective. The 

integration of Adaboost with the Decision Tree algorithm increased prediction accuracy from 94.23% 

to 97.31%. This shows that ensemble learning can be an effective solution to improve the performance 

of a single algorithm. The findings of this study effectively highlight the potential of the Adaboost 

method in improving the accuracy of diabetes prediction. By improving predictions on samples that are 

difficult for Decision Tree models to predict, Adaboost manages to reduce the number of errors and 

increase overall accuracy. This suggests that Adaboost could be helpful in early disease detection efforts. 

With increased prediction accuracy, healthcare can provide patients with more precise diagnoses and 

earlier treatment. This can help in reducing the risk of potentially fatal complications due to diabetes. 

This research still does not have any treatment for exploration that can further explore the influence of 

Adaboost parameters, such as the number of iterations (T) that can influence the results of Adaboost 

[11]. 
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Abstract. Landslides are one of the natural disasters that occur in Semarang Regency. The 

landslide event in Kalongan Village, East Ungaran Subdistrict took place in 2022 to 2023. The 

dimension of the landslide is large and has the potential to cause damage to infrastructure and 

settlements, mitigation measures are needed. One of the mitigation measures is to identify the 

lithology of the landslide area and its surroundings. This study aims to determine the lithology 

of the landslide area and its surroundings using the Schlumberger configuration geoelectric 

method. Geoelectric acquisition using a set of naniura geoelectric, with a line variation of 120 to 

300 meters. The number of measurement lines is 6 VES located in the landslide zone in the 

Kaligetas Formation. The results showed that the avalanche zone is composed of Tufan 

Sandstone with a resistivity of 0.17 Ωm to 334.9 Ωm, Tuff with a resistivity of 10.03 to 26.96 

Ωm, and Lava Flow with a resistivity of 1161.91 Ωm to 3040.05 Ωm. Avalanche materials were 

identified to be associated with lithologies such as tufan sandstone and tuff with a thickness 

between 5 to 50 m. 

Keywords: Lithology, Landslide, Geoelectric, Schlumberger Configuration, Ungaran. 

(Received 2024-01-15, Accepted 2024-02-11, Available Online by 2024-03-08) 

1.  Introduction  

Natural disasters are defined as disasters caused by natural events, such as tsunamis, volcanic eruptions, 

earthquakes, droughts, floods, hurricanes and landslides. One example of a natural disaster is a landslide. 

Landslide has a definition of moving rock, detritus, or soil caused by the force of gravity [1]. Landslides 

also have another definition which is the movement of soil or rock down a slope due to local geological 

factors, groundwater conditions, extreme weather, earthquakes, or other factors [2]. Factors affecting 

landslides consist of internal factors (slope building, rock lithology, geological structure, and sliding 

plane) and external factors (high rainfall and earthquakes). One of the factors that can determine the 
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occurrence of landslides is the lithology of the area. Lithology is included in the characteristics or 

properties of rocks that consist of mineral composition, structure, and forming materials.  

Based on data from the Regional Disaster Management Agency (BPBD) of Semarang Regency 

in 2022, the area of Semarang Regency is categorized as at risk of landslides with a total incidence of 

108.The area includes Bringin Subdistrict, Banyubiru Subdistrict, Getasan Subdistrict, Sumowono 

Subdistrict, Suruh Subdistrict, Pringapus Subdistrict, West Ungaran Subdistrict, and East Ungaran 

Subdistrict [3]. Landslides that occurred in East Ungaran subtodistrict resulted in the disconnection of 

the connecting road between East Ungaran and Mranggen. Landslide movement continues to this day, 

oriented from the south to the north. Landslide movement has entered residential areas, this can be seen 

in Figure 1. 

 
(Figure 1. Landslide Area) 

Landslides can be minimized by mitigation. Mitigation has a definition of the stages of how 

to reduce disaster risk in terms of physical development or the ability to deal with disasters. One of the 

mitigations carried out to minimize damage and casualties is by using geoelectric methods. There are 

various types of geoelectric method configurations, one of which is the Schlumberger configuration. 

The Schlumberger configuration geoelectric method can be used to identify rock layers and layer 

thickness. This can be done because rocks have electrical properties that depend on the constituent 

minerals [4]. The Schlumberger configuration has the advantage of being able to detect the presence of 

inhomogeneous rock layers.  

Research conducted in this area has been conducted by Lestari (2019) and Zulaikhah (2020) 

covering Semarang Regency using the Geographic Information System (GIS) method, and Vijaya 

(2022) covering Semarang Regency using the Fellinius method. There is no research in this area that 

uses geoelectric methods, lithological analysis, and research in Kalongan Village specifically. Thus, this 

study aims to identify lithology using geoelectric methods in Kalongan Village, East Ungaran. This 

research is important because the landslide area is densely populated and continues to experience 

movement. 

 

2.  Methods 

The research was conducted in Kalongan Village, East Ungaran with the Schlumberger configuration 

geoelectric method. The Schlumberger configuration geoelectric method has advantages and 

disadvantages, one example of its advantage is that it can detect the non-homogeneity of rock layers on 

the surface by comparing resistivity values and its weakness is that it requires current sending equipment 

that has a very high direct current (DC) voltage to overcome small potential electrode voltage readings. 

This study used 6 VES located in the landslide area with varying line lengths, short lines of 120 m and 

300 m. The varying track lengths are due to the different areas of the study where there is soil on the 

surface along the track. The data were collected using a set of naniura geoelectric tools. Data collection 

uses a set of naniura geoelectric tools. Data processing used Microsoft Excel software, Progress to 

display 2D modeling, and Rockwork 16 to display 3D modeling. The research survey design map can 

be seen in Figure 2. 
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(Figure 2. Survey Design Map of Data Collection of Schlumberger Configuration Geoelectric Method 

with 6 VES) 

2.1.  Regional Geology 

The study area is located in the kaligetas formation. This formation is composed of volcanic breccia, 

lava flows, tufan sandstone and claystone. Breccia flows and lava are interbedded with fine to coarse 

lava and tuff. The lower part is claystone that contains mollusks and tufan sandstone. Weathered 

volcanic rocks have a brown to reddish color by forming large chunks and a thickness of 50to200 m.  

2.2.  Geoelectric Method 

Geoelectric method is a geophysical method that studies the nature of electric currents in the earth and 

detects electric currents on the earth's surface. This method includes measurements of naturally 

occurring potentials and measurements of currents generated by the injection of electricity into the earth. 

There are various types of geoelectric methods, one of which is the resistivity geoelectric method.  The 

type resistance method can describe the rocks below the ground surface. This can be seen by the 

difference in resistivity values in each rock. The working principle of the geoelectric method is by 

injecting electric current (I) into the subsurface of the earth using electrodes, so that it will produce a 

potential difference value (ΔV). Based on the survey objectives, the resistivity geoelectric method is 

divided into two, one of which is the sounding resistivity geoelectric method (Schlumberger 

configuration). The sounding resistivity geoelectric method is used to determine the variation of 

resistivity values vertically. The Schlumberger configuration uses four electrodes, two current electrodes 

and two potential electrodes. This can be shown in Figure 3. 

 
(Figure 3. Electrode arrangement of Schlumberger Configuration Geoelectric Method) 
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3.  Results and Discussion   

Measurements were taken in the landslide deposit area, the west, east and south sides of the landslide, 

as well as houses close to the landslide. The measurement location aims to determine whether the 

research area will continue to occur landslides by knowing the lithological constituents in the area. The 

results of data processing using progress software obtained resistivity value results that can be seen in 

Figure 4 and Figure 5. VES 1 has a line length of 140 m with the measurement location right in the 

landslide sediment area. The results of the VES 1 data processing, getting a depth of 21.5 m with a 

resistivity value of 3.26 to 149.55 Ωm has an error of 10.15%. VES 2 has a line length of 300 m with 

the measurement location on the west side of the landslide. The results of the VES 2 data processing, 

getting a depth of 54 m with a resistivity value range of 1.41 to 1793.98 Ωm has an error of 25.37%. 

VES 3 line has a length of 240 m with the measurement location on the East side of the landslide. The 

results of the VES 3 data processing, getting a depth of 12.6 m with a resistivity value range of 0.04 to 

3040.05 Ωm has an error of 24.28%. VES 4 has a line length of 300 m with the measurement location 

on the south side of the landslide close to residents' houses and road access. The results of the VES 4 

data processing, getting a depth of 59 m with a resistivity value range of 0.17 to 145.41 Ωm has an error 

of 13.03%. VES 5 has a line length of 120 m with the measurement location on the south side close to 

residential houses. The results of the VES 5 data processing, getting a depth of 21 m with a resistivity 

value range of 5.37 to 621.18 Ωm has an error of 16.11%. VES 6 has a line length of 300 m with the 

measurement location on the south side of the landslide. The results of the VES 6 data processing, 

getting a depth of 20.5 m with a resistivity value range of 10.03 to 1161.91 Ωm has an error of 22.74%. 

The results of data processing that produce the smallest error are in VES 1 and the largest error in VES 

2. This is because in VES 1 it is easier to stick the electrode because it is in the avalanche sediment area 

compared to VES 2 because it is in an area close to people's homes and access roads for pedestrians and 

motorbikes, so that the electrode that is stuck to the ground is difficult even though it has moved the 

electrode and it is difficult to get a stable potential difference and current value. 

 
(Figure 4. Data Processing Results of VES 1 to 3 Resistivity Log Value and Depth) 
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(Figure 5. Data Processing Results of VES 4to 6 Resistivity Log Value and Depth) 

The resulting resistivity value will be interpreted into several types of rocks. The resistivity 

value for rock interpretation refers to the 1990 Telford reference and field conditions. The resistivity 

value in the 1990 Telford reference can be seen in Table 1 and the resistivity value of the research 

results can be seen briefly in Table 2. 

Table 1. Resistivity values Telford, 1990. 

No. Litologi Resistivitas (Ωm) 

1 Batu Pasir  1 - 6.4 x 108 

2 Tuff 2 x 103 - 105 

3 Aliran Lava 102 - 5 x 104 

The interpretation of the data processing that has been done, obtained in VES 1 is represented 

by soil (49.34 Ωm) and tuff sandstone (104.92, 3.26 and 149.55 Ωm). The interpretation of VES 2 is 

soil (95.35 Ωm), tuff sandstone (111.13, 1.41 and 44.67 Ωm), and lava flow (1793.96 Ωm). The 

interpretation of VES 3 is soil (63.55, 0.04 and 2.92 Ωm) and lava flow (3040.05 Ωm). This line is 

thought to have rocks that absorb water, so that at a depth of 7 m has a low resistivity value. The 

interpretation of VES 4 is soil (49.34 and 32.51 Ωm) and tuff sandstone (145.41 and 0.17 Ωm). This 

line is suspected to have rocks that absorb water, so that at a depth of 45 to 59 m has a low resistivity 

value. The interpretation of VES 5 is soil (621.18, 102.75, 5.37 Ωm) and tuff sandstone (334.90 Ωm). 

The interpretation of VES 6 is soil (190.92 Ωm), tuff (26.96 and 10.03 Ωm), and lava flow (1161.91 

Ωm). The results of data interpretation, obtained rocks that are almost found in all lines are tuff 

sandstone. While lava flows are only found in VES 2, VES 3, and VES 6. Meanwhile, tuff is only found 

in VES 6. 

Table 2. Resistivity Value of Research Results 

No. Lithology Resistivity (Ωm) 

1 Top Soil 0.04 to 621.18 

2 batu pasir tufan 0.17 to 334.9 

3 tuff 10.03 to 26.96 
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4 lava 1161.91 to 3040.05 

Lithologic conditions are one of the causes of landslides. One of the factors that can cause 

landslides is local groundwater, in the research area there is a water flow, this can be seen in Figure 6. 

Rocks that will experience landslides in this research area are tuff sandstone, claystone, and tuff.  This 

is because tuff sandstone and tuff have low bearing capacity according to their grain size, if these rocks 

absorb water beyond their capacity, landslides will occur because the rocks are unable to withstand the 

water. Clay stones have impermeable properties and will expand when exposed to water, so clay stones 

are prone to landslides. Tuff sandstone, tuff, and claystone are included in sedimentary rocks. 

Sedimentary rocks generally have a lower resistivity value compared to igneous rocks, this is because 

each rock has different shape characteristics to absorb water.  

 
(Figure 6. Puddles and Water Flow in the Avalanche Area) 

The results of the data interpretation that has been done, can be produced 3D modeling using 

rockwork 16 software. The results of this modeling show the depth of each research line along with the 

depth of different rock types, so that it can be known visually the depth of the rock that has been 

interpreted. 3D modeling was made to show that each measured traverse consists of different rock layers. 

this can be seen in Figure 7. Multilog 3D modeling resulted in depths of less than 25 m at VES 1 and 

VES 5 not yet represented igneous rocks, namely lava flows. This is because the length of the 

measurement line is too short in the area. While on VES 3 and 6 with a depth of less than 25 m 

represented igneous rocks, namely lava flows, the short line length does not affect this area. The depth 

of VES 4 reaches 50 m, although this area has a deeper depth than the other lines. The measurement 

points in this area have not yet been represented by igneous rocks, thus requiring a longer measurement 

trajectory. The 3D stratigraphic modeling shows that the landslide that occurred in the study area moved 

from the south to the north. This can be seen in the first line measurement point which has a lower 

elevation than the other line measurement points. The East side of the avalanche has a higher elevation 

than the West and South sides of the avalanche, in this model the soil (top soil) is more than other rocks. 

Multilog 3D modeling can be a reference that the research area will be more prone to landslides seen 

from the interpreted rocks and stratigraphic 3D modeling that clearly shows the basin in the landslide 

area and the depth between rock layers. 
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(Figure 7. a.3D Multilog modeling, b.3D Stratigraphic modeling) 

4.  Conclusion  

Based on the research that has been done, it can be concluded that the resistivity value in each track is 

different so that it can be interpreted into several types of rocks. VES 1, VES 4, and VES 5 are composed 

of the same rocks, namely soil (top soil) and tuffaceous sandstone. VES 2, VES 3, and VES 6 have the 

same rock composition, namely soil and lava flow, which distinguishes tuff in VES 6 and tuff sandstone 

in VES 2. The research conducted resulted in the research area being represented by dominant 

sedimentary rock, namely tuff sandstone. These rocks will be more easily weathered than igneous rocks, 

namely lava flows. Even this research area has a fairly heavy water flow in the rock layer on the South 

and East sides. This makes the area prone to landslides. The suggestion for research in Kalongan Village, 

East Ungaran is to use other methods to analyze the rock layers in the area to be more accurate.  
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Abstract. Information technology plays an important role in improving operational 

efficiency at Torabelo Hospital. The server system in use today faces security and 

optimization challenges. This research analyzes the impact and recommends solutions 

to improve server security and optimization. The findings show that the server system is 

vulnerable to various types of attacks and performance degradation. This can 

negatively impact hospital operations and put patients at risk. The recommended 

solution is to implement Squid as reverse proxy, WAF (Web Application Firewall), and 

Snort as IDS (Intrusion Detection System). System testing showed that this solution 

successfully detected and prevented various common attacks. This research provides 

insights to health IT professionals to improve the security and performance of their 

server systems and improve healthcare services to patients at Torabelo Hospital. 
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1.  Introduction  

In today's digital age, information technology is at the heart of operational efficiency in many sectors, 

including the healthcare industry. As an integral part of its healthcare system, Torabelo Hospital has 

adopted a server system to manage patient data, organize medical procedures, and provide quick access 

to critical information. However, these advancements pose serious server security and optimization 

challenges that impact the hospital's operations. Security issues that could result in sensitive patient data 

leakage or delays in clinical information delivery due to lack of server optimization require in-depth 

understanding and appropriate solutions[1]. Torabelo Hospital's server security issues have drawn 

attention as potentially serious. Security threats such as hacking, malware, and even unauthorized access 

will result in losses and compromise the privacy and security of patients' personal information [2,3]. 

Server security in healthcare is a key issue when protecting sensitive patient data. Various cyber-attacks 

such as malware, phishing, and DDoS can compromise servers and cause data leakage. Unauthorized 

access through weak passwords, excessive privileges, and stolen credentials can compromise patient 

privacy [16, 17]. Patient data security is an important aspect of modern healthcare systems. Protecting 

https://doi.org/10.26877/asset.v6i2.18307
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sensitive medical records requires ensuring various aspects such as network security, access, data 

encryption, and user identity management. Such protection is important to maintain patient privacy, 

improve healthcare quality, and comply with applicable regulations[18]. Effective information security 

risk management is essential to prevent or minimize the impact of unwanted incidents. This can be 

achieved by identifying, analyzing and evaluating risks and implementing appropriate risk mitigation 

measures [19].  

Information security focuses on three main pillars: confidentiality, integrity, and availability. These 

pillars are reinforced by authentication, authorization, auditing, and non-denial. Proper implementation 

will build trust and improve efficiency in the digital age [20]. Information security such as protecting 

information and devices in the workplace. Minimizing damage from various threats. Its aspects include 

privacy, identification, authentication, authorization and accountability. Its presence ensures a smooth 

and secure workflow [21]. Information security is an important consideration when creating an 

integrated clinical environment. Development should be based on a fundamental system that ensures 

confidentiality of patient data, integrity of information, controlled access, and accountability of all 

actions. The implementation of these systems creates a strong fortress that protects sensitive information, 

ensures smooth workflow, and builds trust between patients and medical staff. Information security is 

not the responsibility of one party alone; all elements of the healthcare ecosystem must work together 

to create safe and reliable services [22]. Information security is like a solid fortress that protects a 

company's valuable assets from various threats. Its presence minimizes losses and helps the company 

achieve its goals with strong internal and external control systems. Its implementation demonstrates an 

organization's commitment to data security and stakeholder trust [21]. 

In addition, lack of server optimization slows down data access and processing, which are critical 

factors in a medical environment that can impact timely diagnosis and treatment of patients. Therefore, 

it is important to understand the impact of these security issues and lack of optimization on overall 

hospital operations and develop appropriate strategies to address them. The purpose of this study is to 

document and analyze in detail the security challenges faced by Torabelo Hospital's servers and to 

determine the impact of the lack of optimization of medical servers. By understanding the causes of 

these issues, this research provides valuable insights for healthcare IT professionals and other 

stakeholders to take effective steps in improving the security and optimization of their server systems, 

thus ultimately expected to support the provision of sound medical services. It is also expected to provide 

better and more efficient services for patients at Torabelo Hospital.  

 

2.  Methods 

2.1.  Stages of research 

The hospital's IT infrastructure consists of a TCP/IP network with Internet access, servers with 

Ubuntu operating systems, EMR and HIS applications, and hardware such as servers, firewalls, routers, 

and workstations. The use of Ubuntu operating system on the hospital's server improves the security and 

stability of the IT system. The EMR application helps hospitals store and manage patient records 

electronically, thus improving the efficiency and accuracy of medical documentation. The HIS 

integrates various administrative and clinical functions of the hospital and improves the efficiency and 

effectiveness of hospital operations. High-speed internet connectivity ensures smooth operation of the 

IT system and access to patient data. At this stage of the research, the researcher will outline the steps 

taken in this study. The following steps are carried out as follows : 
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Figure 1. Research Flow Chart 

 

During the problem identification phase, the entire web system requires additional protection against 

potentially harmful cyber attacks such as Deface, SQL injection, XSS, and DDoS. In addition, it requires 

a system that can monitor and detect suspicious activity[4,5]. The formulated solution involves using 

Squid reverse proxy as the first layer of defense[3,6]. Squid acts as an intermediary that directs incoming 

traffic to the Apache web server. Additionally, the solution includes the implementation of a web 

application firewall (WAF) to filter and prevent attacks such as tampering, SQL injection, and XSS on 

incoming traffic. Properly configured IDS (Intrusion Detection System) and IPS (Intrusion Prevention 

System) settings are also required for early detection and further prevention[7-9]. The system design 

considers the Apache configuration as the main web server and is configured to handle requests after 

passing through the Squid reverse proxy[10,11]. The Squid configuration filters incoming traffic and 

forwards it to Apache for processing. Squid's built-in WAF implementation to monitor and prevent the 

attacks mentioned above. IDS and IPS are installed at the network layer to monitor traffic, detect 

suspicious activity, and automatically prevent attacks if detected. The implementation includes 

configuring Apache as a web server, setting up Squid reverse proxy, installing and configuring WAF to 

prevent certain attacks, and adding IDS to your network environment to monitor and protect traffic 

flowing through your system, and installing IPS[12,13]. 

2.2.  System Design 

 

A system that combines Apache as a web server and Squid as a reverse proxy and designs a 

configuration that sets up Squid as the first layer before forwarding access to the Apache web server to 

secure the web infrastructure[2]. In this configuration, Squid acts as the initial gateway that receives 

requests from users. Squid completes some additional validation and processing phases before 

 
 

Figure 2. System Design 
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forwarding the request to Apache. This allows the use of access control policies and caching, which 

improves security by optimizing requests to internal servers before they reach the main web server[14]. 

The application of Web Application Firewall (WAF) when designing this system is an important step 

to protect web applications from various malicious attacks such as Deface, SQL Injection, XSS, and 

DDoS attacks. WAF works by analyzing HTTP requests and filtering incoming content to the web 

application to ensure that the received data does not contain malicious payloads or programmatic attacks. 

With proper configuration[15], WAF provides a strong and adaptable layer of defense against evolving 

security threats by setting access policies and blocking attacks before they reach the web application[9]. 

The implementation of an Intrusion Detection System (IDS) and Intrusion Prevention System (IPS) 

into the system strengthens the defense layer against attacks. IDS monitors and analyzes network traffic 

to detect suspicious behavior patterns and attacks in progress. IPS, on the other hand, acts as an active 

defense against attacks by shutting down or blocking traffic identified as potential threats. With IDS and 

IPS, the system becomes more responsive in detecting, responding to, and protecting your infrastructure 

from various malicious attacks[5,10]. 

3.  Results and Discussion. 

3.1.  Squid Reverse Proxy Configuration 

 The first step is to install Squid on the Ubuntu server, then configure the reverse proxy as the first 

layer before switching to the Apache web server in "Squid. Conf. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Squid Reverse Proxy Configuration 

3.2.  Web Application Firewall (WAF) Configuration 

 The steps taken in the WAF configuration are to install the ModSecurity "Library" and then activate 

"ModSecurity" in the Apache configuration at the end of the file. 

 

LoadModule security2_module /usr/lib/apache2/modules/mod_security2.so 

 

Then, define the security rules in ModSecurity.conf. 

 

 

 

 

 

 

 

Figure 4. Rules on WAF 
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 Add "/etc/modsecurity/webproxy_rules.conf" at the end of the "ModSecurity.conf" block and 

configure the VirtualHost block to enable ModSecurity. 

 

 

 

 

 

Figure 5. Rules on VirtualHost Blocks 

3.3.  Intrusion Detection System (IDS) and Intrusion Prevention System (IPS) Configuration 

 Install snort and configure integration with waf located in snort.conf 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Snort integration with WAF 

3.4.  Rules Setting 

 Setting rules by pointing to Snort (IDS) first before passing to squid (as a reverse proxy) and WAF 

(Web Application Firewall). Using the management tool "iptables" to manage NAT (Network Address 

Translation) and routing. 

 

 

 

 

 

 

Figure 7. Rules Integration 

 This rule specifies that all packets arriving on port 80 (the default port for HTTP) are redirected to 

port 8888, where Snort is running. Snort is an intrusion detection system (IDS/IPS) that examines 

incoming traffic to detect potential security threats. It then redirects the traffic forwarded by Snort 

(running on port 8888) to Squid, running on port 3128. And forwards traffic routed through Squid 

(running on port 3128) to a WAF (such as ModSecurity) running on port 8080 

3.5.  Black Box Testing 

 To verify the security and robustness of the entire system, black box testing is performed with a 

predefined one with the aim of evaluating the external side of the system without detailed knowledge of 

its internal structure. Tests can be seen in the table. 

Table 1. Black Box Testing 
Features Result Expectations Result 

Apache (Web Server) accessed through a browser directs traffic to Apache as a 
web server 

Valid 

Squid (Reverse Proxy) squid reverse proxy as the first layer before pointing to 

the Apache web server 

Valid 
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Web Application Firewall 

(WAF) 

WAF addresses attacks through the firewall in the form 
of defacers, SQL Injection, XSS, and DDOS. 

Valid 

Intrusion Detection 

System (IDS) 

detects suspicious activity on the network. Sends an alert 

to the network or system administrator for further 

investigation. 

Valid 

Intrusion Prevention 

System (IPS) 

detects suspicious activity, and takes action to prevent 

attacks, such as blocking traffic or changing system 

settings. 

Valid 

3.6.  Integration Testing 

This stage is to test the interaction between components that have been configured previously. 

Integration testing is done using Apache JMeter tools. Table 3 is the result of integration testing using 

Apache Jmeter. 

Table 2. Integration Testing 

Based on the test comparison table. Tests have shown that integrating squir reverse proxy as the first 

layer of the web server can significantly improve performance. This is evidenced by a 59% reduction in 

minimum sample time, a 58% reduction in maximum latency, and a 90% reduction in maximum 

connection time. These improvements show that integrating the Squid reverse proxy improves the 

efficiency and responsiveness of the web server, thereby improving the quality of service to users. The 

minimum sampling time before configuration was 174 ms and after configuration was 71 ms. The 

maximum latency before configuration was 420 ms and after configuration was 175 ms. The maximum 

connect time was 1128 ms before configuration and 114 ms after configuration. This performance 

improvement shows that integrating Squid reverse proxy allows the web server to process requests more 

quickly and efficiently, providing a better user experience. 

3.7.  Penetration Testing 

This stage is to ascertain potential security or vulnerabilities in the system. Penetration testing is 

carried out with the aim of identifying and exploring security gaps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Penetration Testing 

 

 

Sample Before After 

Performance Test 
Sample 

Time (ms) 
Latency 

Connect 

Time (ms) 

Sample Time 

(ms) 
Latency (ms) 

Connect Time 

(ms) 

10 User 

1 Seconds 
3 Loop 

Min 174 

Max 969 

Min 114 

Max 420 

Min 173 

Max 346 

Min 71 

Max 176 

Min 71 

Max 175 

Min 73 

Max 88 

Stress Test 
Sample 

Time (ms) 
Latency 

Connect 

Time (ms) 

Sample Time 

(ms) 
Latency 

Connect Time 

(ms) 

222 User 
1 Seconds 

2 Loop 

Min 176 
Max (969) 

Min 110 
Max 942 

Min 177 
Max 1128 

Min 71 
Max 401 

Min 71 
Max 210 

Min 72 
Max 114 
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Figure 9. Squid Reverse Proxy Results After Penetration Testing 

 

Penetration testing confirmed the success with the penetration results in Figure 7 showing that the 

configuration was successful where there were 0 critical vulnerabilities (red flags), 1 moderately severe 

vulnerability (orange flag), 2 vulnerabilities with the lowest level (yellow flag). from the penetration 

test, squid also prevented the attack by not forwarding the attack request to the main server and providing 

an error response to the attacker. Squid has proven effective in defending against attacks by blocking 

malicious requests and sending error messages to attackers. However, serious vulnerabilities must be 

addressed and continuous monitoring is essential. These upgrades have demonstrated a secure and 

efficient system, however continuous optimization is required to ensure maximum security. 

4.  Conclusion 

After running a series of configurations, including implementing Squid as a reverse proxy, WAF 

(Web Application Firewall), and Snort as an IDS (Intrusion Detection System) and testing the 

effectiveness of the system, overall, the system successfully detected and prevented many common 

attacks such as SQL injection, XSS, and DDoS attacks. However, from the test still has a gap where 

there are still very critical vulnerabilities (high risk) which may cause great losses. if future researchers 

want to use this journal as a reference, it is hoped that they can develop even better security. 
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This study investigates the application of blockchain technology in enhancing the security and 

authenticity of digital certificates. Addressing key challenges such as fraud and the lack of a 

standardized verification process, the paper proposes a comprehensive framework aimed at 

fortifying the integrity of digital credentials. This framework is the utilization of blockchain as 

a distributed ledger, serving as a tamper-proof repository for recording certification transactions. 

Through this decentralized ledger, each certification issuance and verification action is securely 

recorded, enhancing trust and transparency in the certification process. The methodology 

includes the integration of a decentralized ledger for immutable record-keeping  and 

implementation of smart contracts for automated authenticity checks, and the use of 

cryptographic measures to ensure data security. This approach promises significant implications 

for various sectors reliant on credential verification, advocating for a broader adoption of 

blockchain in digital certificates systems. 
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1.   Introduction  

For almost 20 years, digital certificates have been a key aspect of Internet security [1]. The need 

for reliable verification of credentials has become increasingly important. Digital certificates, serving as 

electronic documents to certify the ownership of a public key, have emerged as a critical tool in various 

fields ranging from education to IT security. They are used to validate the authenticity of entities and 

secure communication over the internet [2]. 

Traditional methods of issuing and verifying digital certificates face several challenges. These 

include susceptibility to fraud, lack of transparency, and inefficiencies in verification processes. The 

centralized nature of traditional systems often leads to a single point of failure, making them vulnerable 

to cyber-attacks. Additionally, the process of verifying certificates can be cumbersome and time-

consuming, requiring reliance on the issuing authority for validation [3]. 

Blockchain technology, best known for underpinning cryptocurrencies like Bitcoin, offers a 

decentralized and tamper-evident ledger system. Its inherent characteristics—decentralization, 

immutability, and transparency—make it an appealing solution to address the shortcomings of 

https://doi.org/10.26877/asset.v6i2.18262
mailto:akwanmaroso@gmail.com
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traditional digital certificate systems [4]. 

Implementing blockchain technology in the issuance and verification of digital certificates 

introduces a paradigm shift. Blockchain's decentralized nature allows for the creation of a distributed 

ledger where each certificate can be securely and transparently recorded. This approach reduces the risk 

of fraud and unauthorized alterations [5]. 

Despite the potential benefits of the blockchain system, the application of blockchain in digital 

certificates is still in its nascent stage, with practical challenges and limitations not fully explored. This 

research aims to fill this gap by implementing and analyzing blockchain technology in the context of 

digital certificate issuance and verification. The study's findings are expected to provide valuable 

insights and contribute to the advancement of knowledge in this evolving field. 

To guide readers through the content of this paper, the following is the structure that will be 

followed. The next section will delve into the Methods, discussing the research type employed and the 

system development undertaken. Subsequently, the paper will move on to the Results and Discussion 

section, covering planning, analysis, system design, prototype, implementation, and system testing. The 

paper will conclude with a summary and suggestive recommendations for future developments in this 

field. 

2.   Methods 

 The research methodology is illustrated in Figure 1, outlining the flow of the study. This process 

begins with problem identification, followed by data collection, system design, system implementation, 

system testing, and ultimately concluding with the findings. 

 

 
 

Figure 1. Research Methodology 

 

2.1.   Identification Problem 

 In this section, we'll examine the existing process of publishing and verifying digital certificates, 

identifying potential issues along the way. 

 

 
Figure 2. Current Publish Certificate System 

 

 
Figure 3. Current Verifying Certificate System 

 

 

 Figure 2 illustrates the process flow for publishing a certificate. The Certificate Authority (CA) 

stores data in a centralized database, such as MySQL or PostgreSQL [6], and makes the digital certificate 

accessible to entities. Figure 3 outlines the certificate verification process, where the client or requester 

sends a validation request. The CA then checks the centralized database for the provided information 

and confirms the validity of the certificate. The problem arises from using a centralized database to store 

certificate data. This creates single point failure and vulnerability to security breaches or data 
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manipulation [7]. Additionally, relying solely on the CA to verify certificate introduce a level of trust 

that may be exploited. 

2.2.   Data Collection 

 This phase focuses on gathering the necessary data to develop the system. Using quantitative 

techniques to generate large numbers of observations, emphasizing the necessity of large sample sizes 

for sophisticated quantitative analyses [8]. Data collected are associated with the process of publication 

and verification of digital certificates within the EduTech community Kode Karya Palu (Hammercode) 

are addressed. The research involved compiling recent digital certificates that have been published in 

the community. 

2.3.   System Design 

In this stage, we defined how we can integrate the process of publish and verifying the 

certificate. The application was programmed under the Ethereum platform. Ethereum is major 

blockchain-based platform for smart contracts with complete programs that are executed in a 

decentralized network and usually manipulate digital units of value. A peer-to-peer network of mutually 

distrusting nodes maintains a common view of the global state and executes code upon request. The 

stated is stored in a blockchain secured by a proof-of-work consensus mechanism similar to that in 

Bitcoin [9-11]. Smart contracts will act as stateful decentralized applications that run on EVM 

implementations to enforce contract instructions [12]. In this system, we will use the RESTful API [13] 

as the protocol communication between client app and server app. 

In Figure 4 we can see the process of publishing a certificate in the initial step, certificate details 

are input into the system and will trigger the smart contract within the EVM, utilizing the provided 

information. The smart contract processes the request according to the pre-defined contract, and upon 

successful fulfillment, stores the data as a transaction within the blockchain. Each process that creating 

transactions on the blockchain will be need a cost (gas) to distribute the data across each node [14][15]. 

Upon completion of all processes, the system generates a random hash along with a QR code to serve 

as an identifier for the certificate stored in the blockchain. 

  

 
Figure 4. Publish Certificate 

 

On Figure 5 illustrates the process of verifying a certificate. In this workflow, the client sends a 

hashed QR code containing the certificate identifier. The system acts as a proxy, triggering the smart 

contract equipped with a function to locate the certificate based on the identifier. Since the process 

involves only reading data from the blockchain network, there are no additional costs incurred [14]. If 

the data is found, it is displayed to the client. 
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Figure 5. Verify Certificate 

 

2.4.   Implementation 

 The system has separate backend and frontend components. The backend is built using the Go 

programming language. Go is expressive, concise, clean, and efficient. Its concurrency mechanisms 

make it easy to write programs that get the most out of multicore and networked machines, while its 

novel type system enables flexible and modular program construction [16], while the frontend 

development incorporates JavaScript, utilizing NextJS as the framework. Additionally, the system's 

interaction with the Ethereum network is facilitated through smart contracts written in Solidity[17].  

The client-side interface allows for two methods of inputting the certificate ID. Firstly, users 

can manually enter the certificate ID and initiate verification; the system will then validate the certificate. 

Alternatively, users can scan the QR code on the certificate, which automatically extracts the ID. This 

implementation is illustrated in Figure 6. 

 

  
Figure 6. Validation Page 

 

 When a value is inputted as shown in Figure 6, it undergoes verification within the blockchain 

network. Should the data be found on the network, the details of the certificate will be presented on the 

system. The outcomes of this verification process are illustrated in Figure 7. 
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Figure 7. Certificate Validation Result  

 

2.5.   Testing Phase 

 In this study, the performance evaluation of the application hinges on analyzing key metrics. 

These metrics encompass the calculation of transaction throughput (TTP) and verification latency (VL). 

By focusing on these parameters, we aim to gain insights into the efficiency and responsiveness of the 

application. 

1. Transaction Throughput (TPP) 

This metric reflects of the number of certificate verification transactions the system can 

handle per unit of time[18], indicating scalability and performance efficiency. 

 

𝑇𝑇𝑃 =
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑇𝑖𝑚𝑒 𝑇𝑎𝑘𝑒𝑛
 

  

2. Verification Latency 

Average time taken to verify a single certificate, this indicate the responsiveness the system 

[18]. 

 

𝑉𝐿 =
𝑇𝑜𝑡𝑎𝑙 𝑇𝑖𝑚𝑒 𝑇𝑎𝑘𝑒𝑛 𝑡𝑜 𝑉𝑒𝑟𝑖𝑓𝑦 𝑁 𝐶𝑒𝑟𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑒

𝑁
 

 

3.   Results and Discussion 

3.1.   Result 

 In our assessment of the blockchain application developed for issuing and verifying digital 

certificates, we noted significant achievements in several metrics, along with areas that require 

enhancement, particularly addressing the issue of a single point of failure in the database. The outcomes 

of our performance analysis, focusing on Transaction Throughput(TTP) and Verification Latency(VL), 

are presented below. 

 

𝑇𝑇𝑃 =
135

4
 

𝑇𝑇𝑃 = 33 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑝𝑒𝑟 𝑠𝑒𝑐𝑜𝑛𝑑 
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Figure 8. Load Test Publish Certificate 

 

𝑉𝐿 = 9
135 

 

𝑉𝐿 =  60𝑚𝑠 𝑝𝑒𝑟 𝑐𝑒𝑟𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑒 

 

 
Figure 9. Load Test Verify Certificate 

 

 The detailed examination of our load testing, conducted using Postman as the load testing client 

[19] on Figure 8 and Figure 9, involved a scenario with 135 certificates undergoing the process of 

publication and verification. This thorough evaluation demonstrated a Transaction Throughput (TTP) 

of 33 transactions per second. Concurrently, the Verification Latency (VL) for each transaction was 

recorded at 60 milliseconds. These results underscore a significant opportunity for enhancing the 

system's speed, particularly in optimizing the verification process to achieve a more efficient transaction 

handling rate. 

3.2.   Blackbox Testing 

 This stage will test all process that are already develop. The testing process gonna use Black 

Box testing method also know a functional testing or input output driven testing, it means on the process 

testing will be focus on the input and output of the system [20]. The following are the results of system 

testing using the Blackbox method can be seen in Table 1. 

 

Table 1. System Testing Results 

Test Case Description Results 

Deploy smart contract Test the deployment of the smart contract on 

the Ethereum network. 

Success 

Verify Certificate Validate if the inputted certificate ID is valid or 

not. 

Success 

Publish Certificate Store certificate details on the blockchain 

network. 

Success 

Invalid Certificate 

Check 

Verify system's response to an invalid 

certificate ID. 

Success 

Certificate Data 

Retrieval 

Retrieve the details of a stored certificate. Success 

Smart Contract Update Test updating the smart contract code on the 

Ethereum network. 

Success 
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4.   Conclusion 

Based on the system testing result and observation this research about adopting blockchain to 

process publishing and verifying certificate digital with blockchain has been successfully implemented. 

This adoption make the each process publish and verify certificate more transparent and more secure. 

This approach not only enhances on factor integrity and security but also expand solution to the 

limitations associated with traditional systems. The results of the system testing provided us visual 

evidence of the system accelerated speed. These result offer significantly improved processing times, 

showcasing the efficiency gains achieved through the adoption of this technology 

One of the critical advantages addressed in this study is blockchain's ability to mitigate the risks 

associated with single points of failure in centralized database systems. In traditional systems, the 

centralization of data storage and management creates vulnerabilities, making the entire system 

susceptible to data breaches, tampering, and downtime. Future research could focus on further exploring 

the scalability of blockchain solutions on the digital certificates, examining the integration with existing 

educational and professional credentialing systems, and developing more advanced cryptographic 

methods to enhance privacy and security even further. Additionally, investigating mechanisms to 

address potential scalability challenges and ensuring the interoperability of blockchain-based 

certification systems across various sectors and platforms would be invaluable. 
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Abstract. This research focuses on the problem of PT Anugrah Wina Sentosa, which is a 

producer of bottled drinking water in Central Sulawesi. The company faces challenges in 

organizing and improving the efficiency of the distribution of bottled drinking water products. 

Problems include distribution management that has not been optimized and distribution 

arrangements at various outlets that have not been mapped. Based on this problem, researcher 

develop a web-based distribution system with the Distribution Requirement Planning (DRP) 

algorithm and Trend Moment Algorithm to see the results of sales and distribution predictions. 

The designed application can carry out data processing, Distribution Requirement Planning 

processes, Trend moment processes, MAPE calculations, and sales predictions. The application 

development method uses the Waterfall method. The test results show that the system can 

manage input, edit, and delete data and run DRP calculations as a whole or per outlet. With an 

error value of 1.71%, the trend moment forecasting system proved to be very accurate in 

forecasting sales of drinking water products. Thus, the implementation of a web-based 

distribution system can improve production efficiency and facilitate stock management and 

distribution management at PT Anugrah Wina Sentosa. This research has several limitations that 

need to be considered, namely limited scope, limited data, limited generalization, limited 

affordability, and limited time. 

Keywords: Distribution System, Website, Distribution Requirement Planning (DRP), Trend 

Moment, Mean Absolute Percentage Error (MAPE) 
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1.  Introduction  

Indonesia is the fifth largest bottled water market in the world. Many bottled drinking water 

companies have spread in every region in Indonesia [1]. The growth of the food and beverage industry 

in Indonesia contributed greatly to national investment by contributing up to IDR 56.60 trillion in 2018, 

and the food and beverage industry grew by 7.91%, exceeding national economic growth by 5.17% [2]. 

People in Indonesia make bottled drinking water a daily product; the National Socio-economic Survey 

(SUSENAS) conducted by the Central Statistics Agency (BPS) in March 2023 showed that 40.64% of 

households in Indonesia chose to use bottled drinking water / refilled water daily drinking water. Along 

https://doi.org/10.26877/asset.v6i2.18308
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with the increasing population in Indonesia, the need for bottled drinking water will also increase [3]. 

Efforts to increase product demand and a reliable distribution system are needed to meet product demand. 

Distribution is the process of distributing goods or services from producers to consumers [4],[5]. The 

distribution system is one of the important factors for companies to deliver products appropriately to 

customers [6]. This is what was done by PT Anugrah Wina Sentosa.   

PT Anugrah Wina Sentosa is one of the bottled drinking water producers in Central Sulawesi with a 

product called WN. WN is a local brand of bottled drinking water with international standards. WN has 

several size variants, namely, 19L gallons, 330ml and 600ml bottles, and 220ml and 250ml cups. The 

19L gallon WN has two product variations, namely, original WN gallons and WN gold gallons. 

Distribution areas include West Palu, East Palu, North Palu, South Palu, and Tatanga, with a total of 

more than 1,000 outlets. In the West Palu area, WN gallons are distributed to 179 different outlets. The 

large demand for products caused PT Anugrah Wina Sentosa to experience several obstacles in 

organizing and increasing the efficiency of the distribution of drinking water products in WN packaging. 

These problems include aspects such as distribution management that is not yet optimal, increasing the 

number of outlets that can be reached, and distribution arrangements in various areas of Palu City that 

have not yet been mapped. If this problem continues it can cause inventory shortages, increased 

distribution costs, and an inability to meet consumer demand. 

 The implementation of a web-based distribution system can provide several benefits for PT Anugrah 

Wina Sentosa, especially in terms of operational efficiency and responsiveness to market changes. The 

application design will use the Distribution Requirement Planning algorithm and the Trend Moment 

Algorithm. Distribution Requirement Planning (DRP) is an algorithm for managing product inventory 

and distribution so that it can carry out distribution design to meet consumer demand at the right time 

and amount [7]. The author chose the DRP algorithm because the problems faced by PT Anugrah Wina 

Sentosa were by the objectives of this algorithm, namely inventory management and product distribution 

planning to meet customer demand. Trend moment is a method for forecasting using visualization of 

trend lines in sales [8]. The trend moment method in forecasting has several advantages compared to other 

methods, especially for forecasting data that shows a significant trend or pattern of increase or decrease.This 

research seeks to explore the potential benefits of a web-based distribution system in increasing product 

production efficiency. The main objective is to assist the stock management process and optimize 

product distribution strategies, to meet customer demand, thereby contributing to overall system 

operational improvements. 

2.  Methods 

2.1.  System Flowchart 

A system flowchart is a flowchart that shows the sequence chart of a system's operating process [9]. 

The system to be created is a WN gallon water distribution system using the Distribution Requirement 

Planning algorithm and the web-based Trend Moment Algorithm. The system starts from logging in as 

an admin on the website page. When the login is successful, the admin can input sales data. After 

inputting the data, several data processing processes will be carried out. Namely, the DRP process, the 

Trend Moment process, and finally, the MAPE test from the Trend Moment process results so that it 

can produce forecasting for the next month's sales and see the error accuracy level of MAPE testing. 

The system flow can be seen in Figure 1. 

 
Figure 1. System flowchart 
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2.2.  Dataset 

Datasets are collections of objects and properties or characteristics of an object itself [10]. The dataset 

used in this study is WN gallon water sales data from April 2023 to October 16, 2023, in the West Palu 

region, Central Sulawesi, with a total of 179 outlets and total sales of 4267. The dataset used can be 

added or changed to adjust to the latest sales situation of PT Anugrah Wina Sentosa so that the 

application can be used continuously. The author has been permitted to use the sales data in this research. 

 
Figure 2. Sales dataset from April 01, 2023-October 16, 2023 

 

2.3.  Distribution Requirement Planning 

The Distribution Requirement Planning (DRP) algorithm is an algorithm for handling product 

inventory stocks in a company to carry out the distribution [7]. The DRP algorithm can manage product 

availability and determine distribution planning so as to improve the company's sales performance in 

meeting consumer demand at the right time with the right amount [5]. The terms used in this algorithm 

are Safety Stock (SS), Period, Lot Size (LS), Lead Time (LT), Past Due (PD), Gross Requirement (GR), 

Projected on Hand (POH), Net Requirement (NR), Planned Order Receipts and Planned Order Release. 

The following equation calculates the value of Projected on Hand: 

 𝑃𝑂𝐻 = 𝑃𝑂𝐻(𝑡−1) − 𝐺𝑅 + 𝑃𝑂𝑅 (1) 

Description: 

POH = projected on hand 

𝑃𝑂𝐻(𝑡−1) = previous period's projected on hand 

GR = gross requirement 

 

The following equation calculates the net requirement value. 

 𝑁𝑅 = 𝐺𝑅 + 𝑆𝑆 − 𝑃𝑂𝐻(𝑡−1) (2) 

Description: 

NR = net requirement 

GR = gross requirement 

SS = safety stock 

𝑃𝑂𝐻(𝑡−1) = previous period's projected on hand 

2.4.  Trend Moment 

The Trend Moment method is used to find the trend line using statistical and mathematical 

calculations to see the intersection between the company's historical data [11]-[13]. The trend moment 

algorithm is chosen due to its excellence in capturing trends and fluctuations in data, which are essential 

characteristics in forecasting within distribution systems. Within distribution systems, the trend moment 

algorithm contributes to improvement by providing more accurate forecasts of future demand. To do 

forecasting, this method uses the equation: 

 Y = a + bX  

Description: 

Y = trend value 

a = constant number 

b = slope or trend line coefficient 

X = time index (0,1,2,....n) 



  

02402011-04 

 

To find the values of a and b, the following elimination function is used: 

 ∑ 𝑦 = (𝑛 × 𝑎) + (𝑏 × ∑ 𝑥)  (3)  

 ∑ 𝑥𝑦 = (𝑎 × ∑ 𝑥) + (𝑏 × ∑ 𝑥2)  (4)  

Description: 
∑ 𝑦 = number of sales data 
∑ 𝑥 = number of time periods 

∑ 𝑥𝑦 = number of sales data times the time period 

𝑛 = amount of data 

2.5.  Mean Absolute Percentage Error 

Mean Absolute Percentage Error (MAPE) is a matrix that aims to calculate the error value or accuracy 

of forecasting performed by the Trend Moment method by comparing the specified test data and training 

data. The results of these calculations can illustrate the accuracy of the prediction results of the trend 

moment method using training data. [14]. The MAPE calculation formula is: 

 MAPE =  
1

𝑛
∑ |

𝑦𝑡−𝑦′
𝑡

𝑦𝑡
| × 100  

(5) 

Description: 

n = sample size 

𝑦𝑡 = actual value at time t 

𝑦′
𝑡 = predicted or forecasting value at time t 

 

From the MAPE calculation formula, the actual value is reduced by the predicted value and then divided 

by the actual value, which is made into an absolute value and multiplied by 100. The grouping of MAPE 

value categories can be seen in Table 1. 

 

Table 1. MAPE grouping 

 MAPE Value Category 

 <10% Very accurate 

 10-20% Good 

 20-50% Reasonable 

 >50% Inaccurate 

3.  Results and Discussion 

3.1.  System Testing Result 

After testing, the following are the results of processing WN gallon water sales data from April 01 

to October 16, 2023. The designed system provides good results; the existing features can function 

properly. On the dashboard page, it can be seen that there is total revenue, total sales of 4267, 179 outlets, 

two types of products, namely WN gold and original gallons, and a graph of revenue every month for a 

period of 1 year. The revenue graph in October looks very low because the dataset used is only until 

October 16. The dashboard display can be seen in Figure 3. 
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Figure 3. Dashboard 

 

On the DRP algorithm page, the system automatically calculates the DRP of each outlet in the dataset. 

The example used is the Ahsan outlet. The DRP calculation of Ahsan outlet can be seen in Figure 4. 

DRP calculation starts with determining safety stock. Because the product is ordered by the customer, 

the safety stock is automatically not used, so the safety stock is equal to 0. The period in this calculation 

is based on sales per month. Then, calculate the past due period. Past due is the initial stage of the 

calculation. In the past due period, the number of products in the Ahsan outlet is unknown, so the 

projected number on hand is 0. In the April period, the customer gross requirement was 234, so the 

initial release order plan needed 234.  When PD, the value of plan order release is 234, but in April, the 

value of plan order receipts is 234. Next, the net requirement calculation is carried out in the April 

period. 

 

𝑁𝑅 = 𝐺𝑅 + 𝑆𝑆 − 𝑃𝑂𝐻(𝑡−1) 𝑁𝑅 = 234 + 0 − 0 𝑁𝑅 = 234 

 

Then, the NR value in April is 234. After completing the calculation in the April period, do the 

calculation again in the next period. Then the calculation results are shown in Figure 4. 

 
Figure 4. DRP Algorithm Process at Ahsan Outlet 

 

On the trend moment algorithm page, the system automatically calculates the total sales for sales 

prediction in the next period based on the dataset used, can be seen in figure 5. The first three months 

are used, namely April, May, and June. The y value is the sales value. The y value is obtained based on 

the sales dataset used. The x value is the time in the sales period starting from 0. Furthermore, the 

calculation starts from the first period, namely April. The x value2 is 0 because in the first period the x 

value is equal to 0. Then, the x*y value is 0 because, in the first period, the x value is equal to 0. Continue 

the calculation until the third period. After getting the value of each period, the next step is to create an 

equation using the formula ∑ 𝑦 = (𝑛 × 𝑎) + (𝑏 × ∑ 𝑥) and ∑ 𝑥𝑦 = (𝑎 × ∑ 𝑥) + (𝑏 × ∑ 𝑥2). 
∑ 𝑦 = (𝑛 × 𝑎) + (𝑏 × ∑ 𝑥)  22270 = (3 × 𝑎) + (𝑏 × 3) 22270 = 3𝑎 + 3𝑏  (1) 
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∑ 𝑥𝑦 = (𝑎 × ∑ 𝑥) + (𝑏 × ∑ 𝑥2)  22526 = (𝑎 × 3) + (𝑏 × 5) 22526 = 3𝑎 + 5𝑏  (2) 

 

After getting the two equations above, elimination is done to find the value of b, and substitution is 

done to find the value of a. 

 
22270 = 3𝑎 + 3𝑏
22526 = 3𝑎 + 5𝑏

−256 = −2𝑏

𝑏 = −
256
−2

𝑏 = 128

 

22270 = 3𝑎 + 3𝑏22270
= 3𝑎 + 3 × 12822270
= 3𝑎 + 3843𝑎
= 22270 − 3843𝑎 = 21886𝑎

=
21886

3
𝑎 = 7.295,333 

After getting the values of a and b, substitute the values of a and b obtained into the trend moment 

equation, namely, Y = a + bX. Then, the trend moment formula is obtained, namely Y = 7,295.33 + 

128x. To calculate sales predictions in July, enter an x value of 3 into the equation. Then we get a sales 

prediction in July of 7679, likewise for the next period.  

 

 
Figure 5. Trend Moment Algorithm Process 

3.2.  Mean Absolute Percentage Error Result 

Mean absolute percentage error is used to test the error rate of forecasting done by the trend moment 

algorithm. The first step taken is to reduce the actual data value with the forecast value, as in Figure 6. 

Next, calculate the MAPE value for each period using the formula MAPE =  
1

𝑛
∑ |

𝑦𝑡−𝑦′
𝑡

𝑦𝑡
| × 100. The 

following is the calculation of the error value in July. 

 

MAPE =  
1

𝑛
∑ |

𝑦𝑡−𝑦′
𝑡

𝑦𝑡
| × 100  MAPE =  

1

1
∑ |

117

7796
| × 100  MAPE = 0,015007 × 100  MAPE = 1,5007 

 

I obtained an error value of 1.50% in July. Do the same calculation for the next period. After the 

error value for each period is obtained. Next, calculate the average error value with the formula �̅� =
∑ 𝑀𝐴𝑃𝐸

𝑛
. 
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�̅� =
∑ 𝑀𝐴𝑃𝐸

𝑛
 �̅� =

1,50 + 3,21 + 0,43

3
 �̅� =

5,14

3
 

�̅� = 1,71 

 

The MAPE testing results obtained an average error value of 1.71%, so it can be said to be very 

accurate based on Table 1. 

 
Figure 6. MAPE process 

3.3.  Black Box Testing Result 

Blackbox testing is needed to find out if every function in the system can run properly and reduce 

errors when the system is running. [15]. The dataset used is in Figure 2. The dataset is entered into a 

web-based distribution system. The following are the results of system testing using black box testing. 

Table 2. Black Box Testing 

Feature Feature Function Result 

Login Login as admin to access the website Success 

Input, edit, and delete 

customer or outlet data 

Can input, edit, and delete data in the customer or 

outlet data section 

Success 

Input, edit, and delete 

product data 

Can input, edit, and delete data in the product data 

section 

Success 

Input, edit, and delete sales 

data 

Can input, edit, and delete data in the sales data 

section 

Success 

Import xls files in the sales 

data section 

Can import xls files in the sales data section Success 

DRP Process The system will calculate DRP to customers or 

outlets based on the inputted data. 

Success 

Trend moment process The system will predict the total product sales in 

the following months. 

Success 

MAPE Process The system will calculate the error rate of actual 

sales data and forecasting results data. 

Success 

3.4.  Discussion 

The results of this research indicate that the distribution system website created can run well. The 

system creation process begins with creating a flowchart, collecting sales data, determining an algorithm 

that can manage the supply chain, and determining an algorithm that can predict data that shows trends. 

The algorithms chosen are the distribution requirements planning algorithm and the trend moment 

algorithm which are applied to a web-based system. Implementation of a web-based distribution system 

using the DRP algorithm and Trend Moment method brings several benefits, including increased 

operational efficiency, reduced costs, and improved customer service. However, challenges such as data 

security, system integration, and telecommunications infrastructure availability still need to be 

considered. By paying attention to these challenges and taking appropriate steps, companies can 

optimize their distribution systems to achieve competitive advantage in an increasingly competitive 

business environment. This research has several limitations that need to be considered so that they can 
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be improved in further research, namely limited scope, limited data, limited generalization, limited 

affordability, and limited time. By considering these limitations, it is hoped that future research can 

evaluate additional factors that may influence the implementation of distribution systems in the future. 

 

4.  Conclusion 

Based on the results of the distribution system testing using distribution requirement planning 

algorithms and trend moment algorithms, it can be concluded that the system is functioning well. The 

system can input, edit, and delete data in customer or outlet data, product data, and sales data. 

Additionally, the system can carry out DRP calculations as a whole or per customer or outlet. Moreover, 

the system is capable of forecasting using a trend moment algorithm, which produces an error value of 

1.71%, indicating high accuracy. Implementing a web-based distribution system can provide various 

benefits for companies like PT Anugrah Wina Sentosa. By utilizing the DRP algorithm and the Trend 

Moment method, companies can improve operational efficiency and respond to market changes. 

Through this system, companies can manage stock more efficiently, optimize product distribution 

strategies, and enhance customer service, as evidenced by the results observed in MAPE and black box 

testing. However, it is essential to address challenges such as data security and system integration to 

ensure the smooth operation of the distribution system. By addressing these challenges and taking 

appropriate steps, companies can optimize their distribution systems to achieve a competitive advantage 

in an increasingly competitive business environment. Nevertheless, several limitations of the study need 

to be noted. Firstly, there is a limited scope, as this research may not cover all relevant aspects of 

implementing a web-based distribution system, such as organizational, financial, or operational factors. 

Secondly, there are data limitations, as this research is based on limited data, thereby limiting the depth 

of analysis or conclusions that can be drawn. Furthermore, limited generalizability implies that the 

findings from this study may not be directly applicable to all business or industrial contexts. 

Additionally, there are limitations in affordability, making it challenging for small or medium-sized 

companies with limited resources to implement the research findings. Lastly, there are time constraints, 

as this study may not have been able to capture all relevant time factors. By acknowledging these 

limitations, future research can be directed to evaluate additional factors that may influence the 

implementation of distribution systems more comprehensively. 
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Abstract. This study presents a supplier selection problem of a raw material using an analytical 

hierarchy process. In the existing process, the delivery of raw materials experienced delays and 

impacted the production process. Therefore, this paper aims to determine the criteria for supplier 

selection and provide recommendations for the best vendor to be selected from the last request 

for quotation document. Analytical Hierarchy Process (AHP), as a multi-criteria approach, was 

utilized in this research, starting from determining criteria, the weight of criteria, and the final 

score for each supplier. Through discussions with the company’s expert, procurement 

department, and users, as well as a review of the previous studies, this research defined three 

criteria, each consisting of three sub-criteria. The AHP approach was utilized to evaluate and 

determine the weights for the three criteria, yielding the following results: quality (62%), price 

(28%), and delivery (10%). The identified criteria, sub-criteria, and respective weights are 

subsequently utilized in a supplier selection scenario. Three suppliers of mild steel raw materials 

were evaluated using the weights of the criteria and sub-criteria obtained. Supplier 1 was selected 

because of having the higher alternative value of 0.602. The use of AHP in supplier selection is 

often impractical and contains subjectivity. Therefore, further research can be performed by 

integrating AHP with other methods, such as weighted scoring, to facilitate further the vendor 

selection process and integration with other methods, such as fuzzy logic, to reduce subjectivity. 

Keywords: AHP, Logistics, Procurement, Supply Chain, Mild Steel Plate. 
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1.  Introduction  

The competition among manufacturing and service industries is increasing rapidly, supported by the 

development of the science and technology [1]. Companies must provide satisfactory service to 

consumers and maintain product quality to survive the fierce competition. In addition, to maintain the 

quality of its product, the company needs to pay attention to the raw materials used in the production 

process. 

 

The supplier of the raw materials determines the quality of the raw materials. The supplier is a 

business partner that plays a crucial role in ensuring the availability and quality of raw materials. 

https://doi.org/10.26877/asset.v6i2.18323
mailto:*qurtubi@uii.ac.id
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Selecting the right supplier according to the company's criteria can generate profit by minimizing costs 

incurred [2]. Therefore, supplier selection must be performed correctly and carefully to avoid selecting 

unperformed suppliers [3].  

 

This study used a metal casting company with a make-to-order strategy as a case study. Supplier 

selection is a critical aspect of the metal casting industry due to its impact on product quality, cost, and 

productivity [4]. The studied company produces several products, and one of the primary raw materials 

used is mild steel. In the existing supplier selection method, the decision was solely based on the price 

of raw material. The supplier selected based on the low-price criteria experienced a delay in delivery, 

which affected the production process.  

 

Supplier selection can be classified as a multi-criteria decision-making (MCDM) problem, where 

decision-makers must consider and assess qualitative and quantitative factors [5]. In supplier selection 

problems, more than one aspect must sometimes be considered [6]. Akarte  [7] stated that decision-

makers should consider tangible and intangible criteria in supplier selection, such as product 

development, manufacturing, quality, and cost.   

 

Various methods have been used to address supplier selection problems in the metal industry, such 

as SWARA and TOPSIS [8], Fuzzy AHP [9], and AHP [10]. In this study, AHP was employed to 

evaluate the supplier selection problem. A range of studies have demonstrated the effectiveness of the 

AHP in supplier selection within the metal industry. Tahriri  [10] found that AHP can optimize order 

quantities and reduce the time to select a supplier. Valim [11] and  Chhabile  [12] compared AHP with 

other methods, with both studies concluding that AHP is a consistent and effective approach to supplier 

selection.  

 

Based on the above-mentioned description, this research aims to determine the criteria and sub-

criteria in supplier selection. Interview methods and previous literature studies with similar objects were 

used to determine the criteria and sub-criteria. After the criteria were obtained, the AHP method was 

used to determine the weight of each criterion and sub-criteria. The weight of criteria contains important 

information and determines the supplier selection decision. Finally, the criteria and criteria weights were 

then implemented to evaluate vendor quotations to determine which vendor should be selected by the 

company. 

2.  Methods 

A range of studies have applied the AHP to the supplier selection problem, emphasizing its ability to 

consider both qualitative and quantitative criteria. Garoma [13] highlights the importance of AHP in 

reducing subjectivity and selecting the best vendor. AHP breaks down complex and unstructured 

problems into components arranged hierarchically. Subjective values are assigned to the components, 

and the variables that positively influence the situation's outcome are determined [14]. 

 

Figure 1 depicts the research flow, consisting of three main steps: the preliminary, data collection 

and processing, and discussion and conclusion. In the preliminary step, problems and solutions were 

defined.  The author identifies the problems in the company, then addresses them and formulates them. 

After finding a problem, a literature study was performed by looking for references from books and 

journals and making observations. The problem raised was about what criteria, sub-criteria, weight of 

criteria and sub-criteria, and the company's best supplier. The problem was described into its elements, 

consisting of criteria and alternatives, and arranged into a hierarchical structure.  

 

The data collection and processing stage consists of determining criteria, sub-criteria, and the weight 

of the criteria. This research used company experts consisting of procurement and users to determine 

criteria weights through pairwise comparisons. Before the AHP results are used, the consistency ratio 
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(CR) value is calculated to determine whether it met the standard of less than or equal to 0.1. The 

pairwise comparison is repeated if the CR calculation results obtained a value of more than 0.1. 

 

 
Figure 1. Research Flow 

 

 

3.  Results and Discussion 

3.1 Determining the Criteria and Sub-Criteria  

Many previous studies have applied the AHP approach to select metal casting suppliers and identify the 

main criteria and sub-criteria. Soepardi [16] and Wang  [17] highlight the importance of product quality, 

cost, and manufacturing capability. In addition, Tahriri [10] and Lin [18] further proposed the trust, net 

price, and delivery rate as the main criteria. Therefore, previous studies highlight the main criteria: 

quality, cost, and delivery rate. To ensure relevance to the observed company, this study determined 

criteria by discussion with related stakeholders such as the procurement department and users. This 

discussion verifies the importance of the three criteria: quality, cost, and delivery rate. In addition, the 

discussion also highlights the sub-criteria for each defined criterion.  

 

3.1.1 Quality (A) 

Quality refers to a product or service characteristic that supports its ability to satisfy customer needs 

[19]. Quality represents a company's effort to differentiate its products from competitors to make them 

more desirable or unique. Quality is used as a criterion because in selecting suppliers, the quality of raw 

materials affects the quality of the product. Furthermore, the quality criteria are broken down into three 

sub-criteria as follow:  

 

1. Quality standard (A1) 

Quality standards are used to assess and measure the level of quality or adequacy of a product. 

Quality standards set specific standards or limits that must be met for the product to be 

considered to meet the desired level of quality. 

2. Product specification conformance (A2) 
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The conformity of product specifications refers to the extent to which the product meets the 

specifications or requirements previously set. 

3. Completeness of documents (A3) 

Completeness refers to how documents related to checking or testing a product have been 

prepared and meet predetermined requirements. 

 

3.1.2 Price (B) 

A price is a monetary unit exchanged to obtain ownership rights [20]. Price is used as a criterion because 

competitive prices from suppliers can help companies control production costs to increase companies’ 

profitability. In the price criteria, 3 sub-criteria were defined:  

 

1. Price fluctuation rate (B1) 

The level of price fluctuation refers to how often there is a change or instability in the supplier's 

price. A high level of price fluctuation can cause uncertainty in budget planning and supply 

chain management. 

2. Price Level (B2) 

Price level is the price charged by a supplier for a product. It includes the direct price of the 

purchased goods and additional costs such as shipping or administrative costs. 

3. Price Flexibility (B3) 

Price flexibility means suppliers are willing to negotiate or provide price adjustments in 

contractual agreements. Suppliers' flexibility on price can make reaching a mutually beneficial 

agreement easier. 

 

3.1.3 Delivery (C) 

Delivery is part of logistics operations to distribute goods and services from producers to consumers 

efficiently and accurately [21]. The reason for using delivery as a criterion is that it helps companies 

mitigate risk, improve operational efficiency, and provide better customer service. In the delivery 

criteria, there are 3 sub-criteria defined as follows: 

1. Delivery promptness (C1) 

Delivery promptness refers to the supplier's ability to deliver products according to the agreed 

schedule. 

2. Lead time (C2) 

Lead time can be described as the time required from the time of order until the customer 

receives the product. Suppose the goods are delivered within the delivery tolerance period. In 

that case, no penalty fee is charged to the vendor, thus providing flexibility for vendors and 

buyers to overcome the uncertainty of delivery mechanisms and transportation times [22]. 

3. Delivery flexibility (C3) 

Delivery flexibility is to adjust the delivery schedule according to the needs of the customer 

company. Flexible suppliers can respond quickly to changes in demand or emergencies. 

 

3.2 AHP Structure 

Based on the criteria and sub criteria defined in the previous step, Figure 3 illustrated the AHP structured 

consisting of criteria, sub criteria and alternatives. In the hierarchical structure, the main goal is placed 

at the first level, the criteria obtained are placed at the second level, the sub-criteria at the third level, 

and the alternatives at the last level. In this study, the three supplier was used as supplier alternatives 

and evaluated using pre-defined criteria and sub criteria to get the best supplier.  
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Figure 2. Hierarchical Structure of Criteria, Sub-criteria and Alternative 

 

The hierarchical model is subsequently utilized to develop a pairwise comparison questionnaire. This 

study involved procurement and users as respondents, utilizing the scale presented in Table 1. The 

consensus approach is used to determine the value of pairwise comparisons.  

 

The Consistency Ratio value of the comparison results was initially assessed using Equation 2. If the 

CR value is less than or equal to 1, the AHP evaluation can be utilized for subsequent processing. Table 

2 illustrates an example of computations for pairwise comparison of criteria. Table 3 provides a 

summary of the CR values for all pairwise comparisons.  

 

Table 1. Pairwise Comparison Among Suppliers 

 
 
Table 2 shows the weights for the Quality, Price, and Delivery criteria, which are 0.62, 0.28, and 0.10, 

respectively. The pairwise comparison results are consistent because the CR is less than or equal to 0.1. 

Thus, the weighting results can be used for further analysis. The CR evaluation for all pairwise 

comparisons is shown in Table 3, which indicates that all pairwise comparisons have been consistent. 

 

Table 2. Consistency Ratio (CR) for all pairwise comparison 

No Pairwise Comparison  CR 

1 Main criteria   0,074 

2 Sub criteria: Quality  0,093 

3 Sub criteria: Price 0,046 

3 Sub criteria: Delivery  0,015 

4 Alternative against  Sub criteria: Quality 0,081 

5 Alternative against  Sub criteria: Price 0,015 

6 Alternative against  Sub criteria: Delivery  0,074 

 

 

3.3 Result and Discussion  

 Table 4 presents the result of the AHP approach. Based on the three criteria defined in the previous 

step, Quality (A) was the criterion with the highest weight (0.62). This number means that the quality 

aspect is far superior to the other criteria: Price (B) and Delivery (C). In a detailed analysis of Quality 

criteria, Product specification conformance (A2) is the sub-criteria with the highest weight. This number 

1 2 3 4 = 3/2 5 = Sum 4/Sum 1 6 = (5 - Sum 1)/(Sum 1- 1) 7 8 = 6/7

Total 

Weight 

Matrix

eugen 

vector

Perkalian 

Matriks

Eugen 

Value
ʎ maks CI IR CR

Quality 1 3 5 0,6522 0,7059 0,5000 1,8581 0,619352 1,954135 3,155127

Price 1/3 1 4 0,2174 0,2353 0,4000 0,8527 0,284228 0,876357 3,083283

Delivery 1/5 1/4 1 0,1304 0,0588 0,1000 0,2893 0,096419 0,291347 3,021662

Total 1,53333333 4,25 10 1 1 1 3 1 3,121839 9,260073

3,086690971 0,043345485 0,58 0,074734

Criteria Quality Price Delivery Quality Price Delivery
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indicated that conformity with the predefined specification is the main criterion in supplier selection. 

The value of Alternative Weight Evaluation Supplier 1 is 0.602, Supplier 2 is 0.288, and Supplier 3 is 

0.110. Therefore, it can be concluded that based on these three alternatives, Supplier 1 was chosen 

because it has the highest Alternative Weight Evaluation value of 0.602. 

 

Table 1 AHP Result  
Attribute Alt. 

Weight 

Evaluation 
A B C 

0,62 0,28 0,10 

Attribute weight A1 A2 A3 B1 B2 B3 C1 C2 C3 

0,36 0,52 0,12 0,25 0,58 0,16 0,62 0,24 0,13 

Alternative 

Supplier 1 0,62 0,61 0,54 0,61 0,62 0,52 0,52 0,60 0,51 0,60 

Supplier 2 0,28 0,28 0,34 0,28 0,23 0,33 0,33 0,27 0,36 0,28 

Supplier 3 0,09 0,09 0,11 0,09 0,13 0,14 0,14 0,11 0,12 0,11 
           

Further analysis can be performed by evaluating the sensitivity and integrating AHP with another 

method. Ishak [23] applied AHP in real-world scenarios, using AHP-TOPSIS to determine the best wire 

rod supplier. AHP can also be integrated with the weighted scoring method in determining the best 

supplier. AHP is used to determine criteria and criteria weights, while each vendor is given a value for 

each criterion. The weighted score is then obtained by multiplying the weight of the criteria by the 

vendor's score. Through this integration, supplier selection becomes easier for companies to do.  

4.  Conclusion 

This research aims to model and analyze supplier selection for metal-casting raw materials using the 

AHP method. Based on previous research and discussions with procurement and users, the criteria 

identified are quality, price, and delivery. Each criterion is further elaborated in the three sub-criteria: 

quality standards, conformity to product specifications, completeness of checking documents, level of 

price fluctuations, price level, price flexibility, delivery accuracy, lead time, and delivery flexibility. The 

evaluation results with AHP obtained weights for each main criterion, which are 0.62, 0.26, and 0.10, 

and are used for supplier selection. The results of supplier selection using AHP showed that supplier 1 

is the best supplier with a weighted value of 0.602. The results of the criteria and criteria weights from 

this research can be used by companies that use metal as raw materials to determine the best supplier.  

The use of AHP in supplier selection is often impractical and contains subjectivity. Therefore, further 

research can be performed by integrating AHP with other methods, such as weighted scoring, to further 

facilitate the vendor selection process and integration with other methods, such as fuzzy logic, to reduce 

subjectivity.  
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Abstract . Birth rates have a significant impact on population growth and large populations can be 

a burden on development. In the Salatiga City Regional Hospital, the numbers tend to change every 

year, with the current population density making it a special concern for the City of Salatiga. 

Therefore, it is hoped that the application of Data Mining Techniques with the Naive Bayes 

algorithm can help predict the number of births in the future using the RapidMiner Application. In 

this research, the population used was Population Data from Salatiga City with a total of 989,674 

residents. Then the sample used was 4699 babies from the Salatiga City Regional Hospital. All data 

was taken from 2019 – 2023 by conducting observations, literature studies and documentation. By 

analyzing the pattern of each variable and testing the training data against the testing data, a 

calculation was produced which shows the Testing Data Prediction, namely the "High" label with 

the number 4.77192E-06, with this the predicted result of the Baby Birth Rate in the Salatiga City 

Regional Hospital which is influenced by Population Density in 2024 it will be even higher. 

 

Keywords : Naïve Bayes, Baby Birth, Population Density, Prediction, Data Mining, Machine 

Learning 
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1. Introduction 

 

Rapid population development refers to the rapid growth of the human population over a certain 

period of time. One of the things that can influence population development is the birth rate [21] . The birth 

rate is something that can influence the increase in population growth [16]. The number of births in 

Indonesia tends to increase every year. Birth rate, also known as birth rate or fertility rate, refers to the 

number of births that occur in a population within a certain period of time [ 1 ] [ 17 ]. 

Salatiga City Regional General Hospital (RSUD) is a government-owned hospital located on Jl. 

Osamaliki No.19, Mangunsari, Sidomukti District, Salatiga City, Central Java 50721. Optimal population 

distribution based on a balance of population and power supported by community quality and 

environmental quality is the government's hope for each region, especially in Salatiga City. The problem 

is that not all regions experience population balance and the current increase in population needs to be 

taken into account [14]. This is because the number of babies born at the Salatiga City Regional Hospital 

is increasing every year [18] . 

Data mining is the process of analyzing data from different points of view and forming it into useful 

https://doi.org/10.26877/asset.v6i2.18466
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information . In the context of the Salatiga City Hospital, data mining is used to analyze the birth rate of 

babies [2] . So it can be a reference for overcoming or anticipating population density in the future [15] 

[20] [22 ] . . The Naive Bayes algorithm is used by the Salatiga City Regional Hospital to manage 

population data, especially birth rates. By using data for 2019-2023, including spontaneous births, 

caesareans, and population, this algorithm carries out a training process to group the data into negative 

clusters with a value of 0 and positive clusters with a value of 1. 

The previous research that has been carried out in predicting the birth rate of babies at regional 

hospitals using the Naïve Bayes algorithm which is used as a reference in this research, includes: 

a. In research conducted by Nur Isnaini Parihah, Sari Hartini, Juarni Siregar (2020) with the title 

"Prediction of Baby Birth Rates in Tridaya Sakti Village Using the Naïve Bayes Algorithm" 

regarding the prediction of baby birth rates in Tridaya Sakti Village showed significant results, 

especially P( X | Description = “High”) is 5.63839E-10. The Tridaya Sakti Village Office can use 

this prediction as a guide for evaluating population data, as well as as a reference for reducing birth 

rates, such as increasing the socialization of Family Planning which is expected to be implemented 

to achieve the goal [3]. 

b. In research conducted by Fajar Romadhon, Adi Suwondo, Hidayatus Sibyan (2022) with the title 

"Implementation of the Naïve Bayes Algorithm in the Annual Population Growth Prediction 

Application in Wonosobo Regency". The prediction results show low population growth because the 

value (P|low) is greater than (P|high). The population is predicted using the average growth value in 

the training data which has the same prediction results [4]. 

c. In research conducted by Sinta Ayu Sabilla, Banni Satria Andoko, Moch Zawaruddin Abdullah 

(2021) with the title "Naïve Bayes Method for Predicting Baby Birth (Case Study: Midwife S 

Clinic)". The birth age prediction results obtained at Midwife Sulikah can provide an accuracy rate 

of 94%, precision of 93.33%, and recall of 96.55% from 200 training data and 50 test data using the 

Naïve Bayes algorithm. This success is proven by consistent test results between manual calculations 

and applications [5]. 

 

Based on the research above, the author discusses a topic that is slightly different from several previous 

studies. The writer will conduct research about predicting the birth rate of babies at the Salatiga City 

Regional Hospital using the Naïve algorithm Bayes Classifier which is based on research Previously, the 

Naive Bayes Classifier algorithm was suitable for predicting the number of births in the coming year using 

baby birth data from 2019 – 2023 . After carrying out the training data processing process by grouping the 

data into negative clusters which have a value of 0 or low and positive values of 1 or high, data is produced 

whose level of prediction numbers increases from year to year. It is hoped that this research will be useful 

for the Salatiga City Regional Hospital and also to reduce population density in the coming year. 

2. Method 

  This research was conducted at the Salatiga City Regional General Hospital. To predict an event that is 

likely to occur in the future based on data from the last 5 years and information from the past, a Naïve 

Bayes algorithm can be used [ 6]. This algorithm is a machine learning method that uses probability 

calculations. The basic concept used by Bayes is Bayes' Theorem [7], namely carrying out classification 

by calculating probability values. Classification is carried out to determine the category of existing data 

[9]. An advantage of the Naïve Bayes Classifier is that it will only require a small amount of training data 

to estimate the parameters required for classification [ 8]. 

 

  Bayes' theorem is the basic rule of the Naïve Bayes Classifier. The following Bayes' theorem will be 

presented in the equation. 
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𝑃 (𝐻 | 𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
 

                 [3] 

 

 Information: 

X   = Data sample that has an unknown class (label). 

H   = Hypothesis that X is class data (label) 

P(H)   = Probability of hypothesis H 

P(X)   = Probability of the observed sample data 

P(X|H) = Probability of sample data X if it is assumed that the hypothesis is true 

 

 
Naïve Bayes Formula Numerical Data Type 

 

Gaussian distribution 

 

𝓰(𝔁, 𝝁, 𝝈)  =  
𝟏

√𝟐𝝅. 𝝈
𝓮𝔁𝓹

−(𝔁−𝝁)²
𝟐𝝈²  

 

 

information : 

ℊ : Normal Distribution 

x : Variable Value 

µ : Calculated Average (Mean) 

𝜎: Standard Deviation 

 

Mean 

 

𝜇 =  ∑ 𝓍𝒾

𝓃

𝒾
 

 

information : 

µ : Calculated Average 

i : Sample Sequence 

xi : Value of the i-th 

Sample 

n : Number of Samples 

Standard Deviation 

 

𝝈 

=  
√∑ (𝔁𝓲 − 𝝁)²𝓷

𝓲

𝓷 −  𝟏
 

 

information : 

σ : Standard Deviation 

xi: Value of X to –I 

µ : Calculated Average 

n : Number of Samples 

 

 

 

     

 

 

 

 [19] 

 

In this study, the population used was from Salatiga City Population data of 989,674 residents [10]. Then 

the sample used in this research was 4699 babies at the Salatiga City Regional Hospital. Meanwhile, the 

methodology that will be used in this research is shown in Figure 1 where these steps will be carried out 

during the research process. As for the detailed methods in this research, there are stages that can be seen 

as follows: 
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Figure 1. Flowchart of Research Method Stages 

 This research began with a Preliminary Study at the Salatiga City Regional Hospital to identify birth 

problems [12]. Data was collected through observation, literature study and documentation. Data 

processing focuses on identifying problems in RSUD, with visualization using scatter plots for the 

relationship between population density and baby births. The Kmeans method is used to group data into 

positive clusters with a value of 1 and negative values with a value of 0 [13]. then the Naïve Bayes algorithm 

can carry out classification using probability and statistical methods, namely predicting future opportunities 

based on previous experience. The final stage is Conclusion of Results and Suggestions, where the 

classification results are used to conclude the birth rate of babies in the Salatiga City Regional Hospital 

[11]. So that later accurate predictions, suggestions and solutions can be submitted to the Salatiga City 

Regional Hospital to overcome the potential for increasing population density in the coming year. 

3. Results and Discussion 

 
3.1 Data analysis 

Naïve Bayes can carry out classification using probability and statistical methods, namely predicting 

future opportunities based on previous experience. In analyzing Salatiga City Population data using the 

Naïve Algorithm Bayes begins by determining the training data. After that, the author determines the test 

data and then uses the Naive Bayes Algorithm to calculate predictions or possibilities. 

 

Table 1. Training Data 

Year Population density Number of Baby Births Clusters 

2019 195563 1448 Low 

2020 196082 1081 Low 

2021 196440 662 Tall 

2022 200220 683 Tall 

2023 201369 825 Tall 
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After determining the data that will be used as training data, then determine the data that will be used as 

testing data as shown in the following table. 

 

Table 2. Testing Data 

Year Population density Number of Baby Births Clusters 

2024 202659 447 ? 

 

 

3.2 Calculations using the Naïve Bayes method 

1. Calculating the P(Ci) Value of Class (label) Description 

  P(Ci) 

  P( Description = Height) 3/5 = 0.6 

  P( Description = Low) 2/5 = 0.4 

 

2. Calculating the Mean Value 

Mean 

𝜇 =  ∑ 𝓍𝒾

𝓃

𝒾
 

 

Variable: Population, Description: Height 

𝜇 =  
196440 +  200220 +  201369

3
=  199343 

 

Variable: Population, Description: Low 

 

𝜇 =  
195563 +  196082

2
=  195823 

 

Variable: Number of Baby Births, Information: Height 

𝜇 =  
662 +  683 +  825

3
=  723,3 

 

Variable: Number of Baby Births, Description: Low 

𝜇 =  
1448 +  1081

2
=  1114,5 

3. Calculating Standard Deviation Values 

Standard Deviation 
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𝝈 =  
√∑ (𝔁𝓲 − 𝝁)²𝓷

𝓲

𝓷 −  𝟏
 

 

Variable: Population, Description: Height 

 

𝝈 =  
√(196440 −  119343)² +  (200220 −  119343)² + (201369 −  119343)²

𝟑 − 1
=  𝟔𝟔𝟑𝟒𝟕 

 

Variable: Population, Description: Low 

 

𝝈 =  
√(𝟏𝟗𝟓𝟓𝟔𝟑 −  𝟏𝟗𝟓𝟖𝟐𝟑)² + (𝟏𝟗𝟔𝟎𝟖𝟐 −  𝟏𝟗𝟓𝟖𝟐𝟑)²

𝟐 − 𝟏
 =  𝟔𝟕𝟑𝟒𝟏 

 

 

Variable: Number of Baby Births , Information: Height 

 

𝝈 =  
√(𝟔𝟔𝟐 −  𝟕𝟐𝟑, 𝟑)² + (𝟔𝟖𝟑 −  𝟕𝟐𝟑, 𝟑)² + (𝟖𝟐𝟓 −  𝟕𝟐𝟑, 𝟑)²

𝟑 − 𝟏
=  𝟔𝟎𝟏𝟒, 𝟏𝟒 

 

 

Variable: Number of Baby Births , Description: Low 

 

𝝈 =  
√(𝟏𝟒𝟒𝟖 −  𝟏𝟏𝟏𝟒, 𝟓)² + (𝟏𝟎𝟖𝟏 −  𝟏𝟏𝟏𝟒, 𝟓)²

𝟐 − 𝟏
 = 𝟑𝟑𝟓, 𝟏𝟖  

 

 

 

1. Calculate the P Value ( XK | Ci) for each class i 

 

 P( X K | Ci ) 

 

𝓰(𝔁, 𝝁, 𝝈)  =  
𝟏

√𝟐𝝅. 𝝈
𝓮𝔁𝓹

−(𝔁−𝝁)²
𝟐𝝈²  

 

 

Variable: Population, Description: Height 

 

𝓰(𝔁, 𝝁, 𝝈)  =  
1

√2 . 3,14 .66347
ℯ𝓍𝓅

−(202659−199343)²
2.  66347²

 
=  0,001547274 

 

Variable: Population, Description: Low 

 

 

𝓰(𝔁, 𝝁, 𝝈)  =  
1

√2 . 3,14 .67341
ℯ𝓍𝓅

−(202659−195823)²
2.  67341²

 
=  0,001529828  
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Variable: Number of Baby Births , Information: Height 

 

𝓰(𝔁, 𝝁, 𝝈)  =  
1

√2 ×  3,14 × 6014,14
ℯ𝓍𝓅

−(447−723,3)²
2 ×  6014,14²

 
=  0,005140142 

 

 

Variable : Number of Baby Births , Description: Low 

 

𝓰(𝔁, 𝝁, 𝝈)  =  
1

√2 × 3,14 × 335,18
ℯ𝓍𝓅

−(447−1114,5)²
2 × 335,18²

 
=  0,00300046  

2. Calculating the P(X|Ci) Value for each class (label) 

 

P(X|Ci) 

 

P (X | Description = “High” ) 

 

=0,001547274 × 0,005140142 = 7.95321E-06  
 

P (X | Description = “Low” ) 

 

=0,001529828  × 0,00300046 = 4.59019E-06 
 

3. Calculating the Value of P(X| Ci)* P(Ci) 

 

P (X | Description = “Height” ) * P (Description = “Height” ) 

 

= 7.95321E-06 ×0.6 = 4 .77192E-06 
 

P (X | Description = “Low” ) * P (Description = “Low” ) 

= 4.59019E-06 × 0.4 = 1.83608E-06 
 

4. Determine the Class Results of the cases that have been calculated the final calculation by 

multiplying the probability values of this case, the author sees that the value of P ( "Low" 

1.83608E-06 then the description class (label) is "High" . 

 

 Table 3. Results of Naïve Bayes calculations 

 

Year Total Population Density Number of Baby 

Births 

Information 

2024 202659 447 Tall 

 

 

5. Prediction Results using the RapidMiner Application RapidMiner Application calculations 

show the Testing Data Prediction, namely the information label "High", meaning that the 

predicted results of the Baby Birth Rate at the Salatiga City Regional General Hospital which 

is influenced by Population Density in 2024 will be higher. 
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Table 4. Testing Data Prediction Results from the RapidMiner Application 

No. Predictions 

(Information) 

Confidence 

(Tall) 

Confidence 

(Low) 

Year Number 

Birth 

Baby 

 

Amount 

Density 

Resident 

1 Tall 100.00% 0.00% 2024 447 202659 

In this study, the prediction level for the birth rate of babies in the Salatiga City Hospital in 2024 was 

obtained by calculating the probability from the dataset using the Naive Bayes algorithm to produce a 

description label P( X | Description = "High") = 4.77192E-06. This means that the predicted results of the 

baby birth rate in the Salatiga City Regional Hospital which is influenced by population density in 2024 will 

be higher. This is in line with the journal [ 3] that the results of the prediction of the birth rate of babies in 

Tridaya Sakti Village in 2020 experienced a high birth rate of 5.63839E-10 using the Naive Bayes Algorithm 

Method so that by making this prediction, steps can be taken to take action to reduce the birth rate of babies 

in Tridaya Sakti Village. This is also supported by the journal statement [ 5] which discusses the prediction 

of birth age at Midwife Sulikah provides an accuracy rate of more than 85%. Namely, with an accuracy level 

of 94 %, precision of 93.33% and recall of 96.55% from 200 training data and 50 test data. This test uses test 

data with the aim of determining the level of precision, recall and accuracy in the Naïve Bayes method. 

 

Conclusion 

Using Data Mining can find important information from data warehouses whose benefits have not been 

known until now. Through the Naïve Bayes algorithm, classification can be carried out using probability 

and statistical methods, namely predicting future opportunities based on previous experience. The results 

of the predicted birth rate at the Salatiga City Regional General Hospital in 2024 can be used by the Salatiga 

City Population Service to assist population officers in evaluating data reports and also as a reference for 

determining the number of births in the future. The Naive Bayes algorithm can calculate the probability of 

a dataset. The predicted results for the 2024 birth rate are labeled P( X | Description = "High") = 4.77192E-
06 . From the results of this research, the Salatiga City Population Service can take steps or actions to 

reduce the birth rate by further increasing socialization and family planning development activities. 
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Abstract. UPT Puskesmas Tirto is a public health center located in the West Pekalongan sub-

district that provides maternal and child health poly services.  This poly provides educational 

services related to the problem of stunting in children through Posyandu activities. However, 

providing educational services is less effective and efficient because some parents do not have 

much time to attend counseling so information is not conveyed properly. This research aims to 

optimize the provision of educational services to parents, prospective mothers, and young 

women through the use of information technology by developing a website-based stunting 

prevention educational media service using the ReactJs framework. The development process of 

this research is carried out by prototyping method. Based on the results of testing using the 

Blackbox method, it shows that the main features such as nutrition check services, consultation 

services with Puskesmas nutritionists, and literacy services in the form of articles in the 

application can run well according to their functions in providing stunting prevention 

information with 100% results. 

Keywords: Website App, Educational Media, Stunting Prevention, Prototyping, React Js 
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1.  Introduction  

Child stunting is one of the health problems that has not been resolved in several countries including 

Indonesia. In the Central Java region, especially in Pekalongan City, stunting is a serious health problem 

in children and has not been resolved optimally. This was mentioned in the statement of the Head of 

Population Control and Family Planning of the Social and Family Planning Agency, who stated that the 

prevalence rate of child stunting in the Pekalongan City area still reached 23.1% in 2023 [1] considering 

that the national stunting prevalence standard targeted by 2024 must be below 14% [2] and set by WHO 

must be below 20% [3].  

Based on the results of direct interview observations with one of the maternal and child health clinic 

officers of the UPT Puskesmas Tirto Pekalongan City, many factors can influence the incidence of 

stunting in children, this can usually be influenced by several internal factors, including children who 

https://doi.org/10.26877/asset.v6i2.18530
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are born from anemic or malnourished mothers, low-calorie intake and nutrition in mothers and children. 

Then external factors, it is caused by poor parenting patterns, lack of knowledge about basic vaccinations 

in children, and low levels of knowledge and awareness of parents regarding stunting. Maternal and 

child health clinic service officers have taken several actions to suppress the internal and external factors 

that cause stunting in children. One of them is by providing free educational services to parents through 

counseling related to stunting in children. This educational service is routinely held every month 

complete with counseling with midwives, nutrition officers, and local Posyandu cadres. However, in 

reality, there are accessibility constraints faced by parents in attending conventional counseling activities 

such as busyness and time constraints so that they do not get information about stunting prevention 

provided during counseling activities. In addition, educational counseling that targets adolescent girls at 

school is less effective due to limited time and space. This is certainly a serious concern because 

knowledge about anemia and malnutrition is a basic thing that must be considered in adolescent girls so 

that later they do not give birth to children with stunting conditions [4]. The findings of these problems 

can be the basis for the need to optimize stunting prevention education services. 

To optimize stunting prevention education services, an update is needed by utilizing technology [5] 

in the form of educational media services [6] so that information about the chain of stunting problems 

is conveyed to parents and adolescent girls who will become prospective mothers [7] [8]. The selection 

of the website as a medium for digitizing the delivery of information and education provides a solution 

because users have the freedom to access it anytime and anywhere through the browser on Android and 

iOS devices [9]. Digitalization in this study is defined as the process of transforming health education 

services from conventional forms to be more interactive and integrated with health workers, to provide 

convenience and more reliable information for users [10]. 

Some relevant previous research related to the development of health education service applications 

includes research [11] that provides KIA (Maternal and Child Health) book education services based on 

Android applications, with this application making it easier for health cadres to provide health assistance 

to pregnant women by providing information related to stunting, nutrition-related information, body 

mass index check calculators, and immunizations. However, some things are lacking in this study, 

namely the absence of an online counseling system that facilitates the educational assistance process. 

Furthermore, research [12] developed a service that makes it easier for health workers to monitor the 

growth data of children affected by stunting. This research only focuses on collecting data on children 

who are stunted so it does not provide educational features such as article features on stunting prevention. 

Other research [13] built an android-based health application to facilitate monitoring and prevention of 

stunting through data inputted by parents. The application developed in this study has been successfully 

tested on Android version 7 nougat but it is still unknown whether it can be compatible with the latest 

version of Android. In addition, this research is also not equipped with access to information about 

stunting and a consultation system so it does not provide educational and interactive content. The 

development of health education service applications in previous studies has made an important 

contribution to maternal and child health. However, there are still shortcomings that need to be 

considered, such as the development of features that specifically focus less on providing educational 

services on stunting prevention and the absence of interactive features such as online consultations with 

health workers. In addition, the Android application developed has limitations in accessibility and 

compatibility with certain specifications. 

Seeing the existing problems and shortcomings of previous research, this research was conducted 

to complement these shortcomings. This research aims to develop a website-based stunting prevention 

educational media service application. This website application provides broad accessibility through a 

digital platform by providing free educational services in the form of access to articles about stunting, 

body mass index checks on children, and consultation services via WhatsApp with Puskesmas nutrition 

officers so that parents and prospective mothers can access information related to stunting prevention 

education anytime and anywhere according to their needs, which may not be met by conventional 

counseling methods. Thus, this web-based approach is expected to provide a more effective solution in 

overcoming the limitations of stunting prevention education. 
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2.  Research Methods 

Application development in this study was developed using the prototyping method. The prototyping 

method is a process used in software development by involving users directly in the process [14] [15] 

[16]. User involvement in the software development process aims so that researchers do not 

misunderstand the system requirements needed by their users [17]. Another goal is that users can 

monitor each process so that they can understand how the system works that has been created. This is 

an advantage of the prototyping method compared to other methods such as Rapid Application 

Development (RAD) or Waterfall [18] [19]. In addition, the use of prototyping methods is very relevant 

to ongoing projects that require modification because it is responsive to changing user needs [20].  

 
Figure 1. Research stages  

Figure 1 illustrates the process of research stages that will be carried out in this study. The stages 

began with identifying problems related to stunting prevention education services at the mother and 

child clinic that were not optimal. Research data was obtained through direct interviews with 2 nutrition 

clinic officers from UPT Puskesmas Tirto, and supported by literature studies such as journals, articles, 

and relevant sources to understand the need to optimize stunting prevention education services. The 

questions asked to support the research included factors that cause stunting in children, types of 

educational services that have been provided to parents, prospective mothers, and adolescent girls, and 

information related to stunting. The next step is to analyze the interview data in the form of audio 

recordings and convert them into a table of functional requirements for the features to be developed. In 

the design stage, a system design will be made which includes use case design and system user interface 

design. The results of this design are then implemented into code using the JavaScript programming 

language using the ReactJs framework. After successful implementation, the system will be tested using 

Blackbox, and maintenance is carried out to ensure the application can run as expected. 

3.  Results and Discussion 

3.1.  Planning and Analysis Stage 

The results of the analysis of system requirements obtained through direct interview data with 

relevant health center officers and literature studies, show some of the functional requirements required 

by the system to meet user needs. The functional requirements of the system to be developed can be 

seen in Table 1. Furthermore, these functional requirements will be the main guide in developing the 

application website to ensure that the features produced can provide solutions that meet user needs. 

 



  

02402014-04 

 

Table 1. Functional requirements 

ReqID Description Use Case 

FPR01 Display the home page UC1 

FPR02 Display the result of the body mass index check UC2 

FPR03 Displaying consultation with officers UC3 

FPR04 Display a selection of stunting education articles UC4 

3.2.  System Design Stage 

At this stage, the developed website will go through the process of designing a user-friendly 

interface. This process includes creating user requirements diagrams, and lo-fi, and hi-fi designs 

according to the system functionality requirements that have been determined from the planning and 

analysis stages. Where the design process includes determining content such as nutritional information, 

healthy eating patterns, body mass index checks, and consultation services. The use case diagram in 

Figure 2 aims to clarify the description of the interaction model between the user and the system, with 

features such as accessing the home page, checking body mass index, accessing the consultation page 

after login or registration, and accessing articles related to stunting. 

 
Figure 2. Use case diagram 

3.3.  Implementation Stage 

The following are the results of the website implementation that has been developed. In Figure 3 

there is access to the home page which contains an introduction to the SIPENTING website, data on the 

prevalence of stunting in children according to SSGI, and an overview of stunting articles. In addition, 

the home page is also equipped with navigation buttons to access the consultation, nutrition check, and 

article pages. 
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Figure 3. Home page view 

Furthermore, Figure 4 displays the results of the implementation of the nutrition check page. On this 

page, the user can check the nutrition of the child by entering the child's height and weight. The results 

of the nutrition check are obtained by measuring the body mass index comparison of height and weight 

of the child. 

 

 
Figure 4. Display of nutrition check page 

Figure 5, is a display of the results of the implementation of the consultation page that can be accessed 

if the user has logged in or registered first as in Figure 6 by entering a username, email, and password. 

In Figure 6, there is a consultation button which if clicked the user will be directed to the WhatsApp 

number of the nutritionist of the UPT Tirto Pekalongan City health center who can be contacted if they 

want to consult about stunting problems in children. 

 
Figure 5. Consultation page view  
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Figure 6. Login and register page view  

Figure 7, is a display of the results of the implementation of the article page. On this page, there are 

several articles provided to improve user literacy and on this page, a button is also provided to filter 

articles according to the topic the user wants to read. In addition, there is an article detail page to display 

the content of the article to be read if the user presses the more button. 

 

 
Figure 7. Article page view 

3.4.  Testing Stage 

The successfully implemented SIPENTING website requires a test to ensure that the web 

application runs optimally so that no errors appear on the system. This test is carried out using the 

Blackbox method by evaluating the input process received and the output given by the system. The test 

results can be seen in Table 2 below. 

Table 2. Blackbox testing results  

Features Test Scenario Results 

Home menu The user is directed to the home page which contains a 

brief overview of the website, child stunting prevalence 

data according to SSGI, and an overview of stunting 

articles. 

Successful 

Conduct a 

nutrition check 

Users can check nutrition by entering body mass index 

data such as the child's name, child's gender, child's age 

child's weight in kilograms, and height in centimeters. 

Successful 
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Conduct a 

consultation 

Users are directed to the login or register page and asked 

to complete the data. Furthermore, users can consult by 

clicking the consultation button, and will be forwarded to 

the WhatsApp of the Puskesmas officer. 

Successful 

View article Users can filter for the topic of the article they want to 

read and can click the More button to be directed to the 

article detail page to access the content of the article. 

Successful 

Based on the results of Blackbox testing in Table 2, each feature on the SIPENTING website 

successfully fulfills the test scenario and can run optimally as expected. The implications of the findings 

in this study indicate that limited access to information obtained by parents on stunting prevention can 

increase the likelihood of stunting in their children. The use of technology can be a foundation for 

Puskesmas as a public health service to help parents improve their understanding. Utilizing technology 

such as websites, can encourage further development in the provision of information on stunting 

prevention, as well as facilitate online consultations with nutrition officers. 

4.  Conclusion 

Based on the results and discussion, it can be concluded that the implementation of stunting 

prevention educational media services through the SIPENTING website at UPT Puskesmas Tirto has 

succeeded in improving the effectiveness and efficiency of delivering information. Successfully 

developed features such as nutrition checks, consultations, and articles make it easier for parents, 

prospective mothers, and young women to access stunting prevention information flexibly accompanied 

by nutrition officers through the consultation feature. The existence of this website is expected to help 

researchers in the future to be able to continue to optimize and update existing features. This research 

contributes to the field of health education through the use of information technology. Thus, this research 

not only provides new insights into innovative approaches to delivering health information but also 

provides a foundation for the development of broader and more equitable stunting prevention strategies 

in the community. 
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Abstract. Sales transaction data contains rich information potentially used to support company 

competitiveness. However, interpreting and utilizing transaction data in developing marketing 

strategies remains a challenge, even for big companies. Therefore, this research aims to develop 

marketing strategies using data mining techniques. A medium-sized company focusing on 

producing and selling traditional motif clothes (batik) will be used as a case study. The negative 

sales trend is the biggest issue currently faced by the company. Hypothetically, this problem is 

caused by imported products sold at lower prices or changing consumer behavior after pandemic 

covid. Currently, the company only implements simple analysis of its transaction data. The 

analysis of transaction data, conducted through five data mining stages, yielded a shift from 

purchasing small quantities to larger quantities, increased purchases during the final week of 

each month, and increased purchases on religious occasions. Furthermore, the analysis revealed 

that 31.29% of all transactions were attributed to loyal consumers, and 192 customers exhibited 

in Cluster 1 (high transaction quantities and high transaction values). Further investigation also 

revealed that customers categorized as loyal customers and Cluster 1 have different behaviors 

that can be used to develop further customer relationship programs. Future research can be 

conducted by employing data mining techniques to study the organization's assortment of 

products. Management discussions reveal that changes in consumer buying behavior extend to 

the selection of items and batik themes. 
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1.  Introduction  

The retail industry contains abundant transaction data that provide both opportunities and challenges. 

Transaction data includes essential information that can provide valuable insights into customer 

preferences and behavior to support the company’s competitiveness and customer satisfaction [1]. 

However, getting useful information from the transaction data is a challenge even for big companies 

because the previously unstructured data must be processed first [2]. In addition, organizational, cultural, 

and technological barriers hinder data mining and business intelligence tools in the retail industry [3]. 
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For this reason, up until now, not all industries have successfully managed their transaction data to 

improve the company’s competitiveness or increase customer satisfaction.  

Previous research implements different data mining techniques in other cases of utilizing transaction 

data. Transaction data representing consumer shopping behavior can be used to formulate promotional 

strategies [1] [4]. Samuel and Gwendolyn [5] studied by integrating Market Basket Analysis (MBA) and 

4P strategy (product, price, place, and promotion)  in the retail industry. Panjaitan et al. [6] utilized the 

MBA to develop promotional strategies in product bundling. In this study, data mining techniques will 

be implemented to analyze transaction data, where the output of analyzing data will then be used to 

determine the marketing strategy.  

This study used a medium-sized company that produces and sells Indonesian traditional motif 

clothes called batik as a case study. The company faces tremendous challenges due to changing 

consumer purchase behavior and abundant imported products that offer clothes with almost the same 

motif but far lower prices. Previous research also stated that after the COVID-19 pandemic, the way 

consumers fulfilled their needs changed significantly, where the clothing industry was the industry that 

received the most significant effect of the COVID-19 [7]. The pandemic has accelerated the shift 

towards e-commerce, with customers increasingly relying on online shopping and e-payment methods 

[8]. Eger et al. [9]  stated that retailers and suppliers must successfully consider the new knowledge of 

consumer behavior and apply it to their selling strategy.  

Nevertheless, it is hypothetic that the observed company has loyal customers because the company 

has been established for over ten years. Therefore, one of the goals of this study is to identify loyal 

customers by customer segmentation and finding recurring buying behavior. The result of this study, 

combined with a discussion with the management team, will then be used to determine the marketing 

strategy.  

Several research studies focused on analyzing the behavior of batik consumers in purchasing. Rahadi 

et al. [10]  researched the purchasing behavior of batik customers using a questionnaire. This study 

found that consumers prefer online and word-of-mouth promotion and select batik designs that combine 

traditional and modern motifs [10]. Ardiansyah and Febrianti [11] researched customer purchase 

decisions for batik products using path analysis or regression analysis. The study found that customer 

engagement influences brand attachment, while brand attachment also influences the purchase decision 

[11]. The research mentioned above uses direct observation techniques to gain insight into consumer 

shopping behavior.  

In addition to research, research is also conducted using data mining techniques to evaluate consumer 

shopping patterns. Research by Mulyawan et al. [12] uses clustering techniques using k-means 

clustering to analyze the motives that consumers are interested in. Clustering techniques are also used 

by research by Salbinda et al. [13] to group the clothes that customers most demand. Meanwhile, 

Mardalius and Christy's [14] used clustering techniques to group consumer areas based on sales 

transaction value. 

Based on the abovementioned research, no research comprehensively uses data mining techniques 

to analyze the sales of batik companies. Therefore, this study aims to identify loyal customers using 

Pareto, churn analysis, and clustering. The loyal customer identified will be the focus of the company's 

customer engagement program. This research aims to contribute to the knowledge of the batik business 

in Indonesia by specifically examining sales transaction data through data mining techniques. The 

objective is to enhance the company's competitiveness and improve customer satisfaction. 

2.  Methods 

2.1.  Data mining technique 
Data mining is a technique used to transform unstructured data into valuable knowledge.  Data mining 
can be classified into five techniques: (1) classification, (2) association, (3) prediction, (4) clustering, 
and (5) outlier analysis [2]. These techniques are advantageous for analyzing large datasets and have 
been applied across healthcare, finance, and telecommunications. Classification is a method of 
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classifying data into predefined classes that will become a model of a training set with known class 
labels. The association is used to identify a frequently used product from data. Prediction is a method to 
predict how an attribute in data will behave. It is mainly used to identify a pattern within the data. 
Clustering is a method to group data objects into clusters or groups. Outlier analysis is a phase in which 
data has a pattern that does not conform to a well-defined notion of normal behavior.  

Data mining consists of a series of processes, starting from business understanding, data 

understanding, data preparation, modeling, evaluation, and deployment [15] [16]. Business 

understanding is the phase of determining the objectives of the data mining project from a business point 

of view. Data understanding is the data collection phase and continues with data preparation, consisting 

of data selection, cleaning, integration, and transformation. After the data is transformed, the modeling 

phase occurs, where the data is modeled based on the chosen method and parameters. Evaluation is the 

phase where the researcher evaluates the model results from the modeling phase by validating the model 

results. Deployment is the phase where the knowledge is obtained through a pattern deployed for the 

objectives [15]. The following process is selecting a model or analysis technique and evaluating and 

deploying the results. 

2.2.  Research flow 
This research will be conducted by following the general steps of the data mining technique. Anshu [15] 
states that data mining is a process that cannot be completed in a single step. Figure 1 illustrates the data 
mining process used in this study.   

 
Figure 1. Research step 

 

The description of each step is detailed as follows:  

1. Business understanding 
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Business understanding aims at determining the objectives and requirements of the project. In 

this study, discussion with the management teams will be conducted to gather the project’s goals 

and needs. Initial meeting obtained that the company’s owner wanted to get input for marketing 

strategies by analyzing current transaction data.  

2. Data understanding  

Data understanding consists of several activities: data collection, description, exploration, and 

quality verification. In this study, data collection will be carried out by downloading sales 

transaction data through web-based information systems owned by the company. Downloaded 

data will be verified first with the sales team and the company's owner. Because the pandemic 

happened from the beginning of 2020 until 2022, the focus group discussion with the 

management team will be conducted to determine whether data during the COVID-19 pandemic 

will be used in the next step.   

3. Data preparation  

Data preparation contains activities for constructing the final data set to be modeled in the next 

step. This phase consists of selecting data, cleaning data, data integration, and data 

transformation.  

4. Modeling  

In the modeling phase, the modeling technique and parameters are determined based on the 

project's objective. The data mining techniques can be classified into classification, clustering, 

prediction, association rule, neural networks, time series analysis, summarization, and sequence 

discovery [15].  

5. Evaluation  

In the evaluation step, the result of the modeling phase is verified in the context of achieving 

business objective. The decision in this phase will be to continue to the next stage or review the 

previous step.  

6. Deployment  

In the deployment phase, knowledge obtained is used to generate decisions. In this study, the 
decision will be the marketing strategy. 
 

3.  Results and Discussion 

3.1.  Data Mining Step  

This chapter is presented based on 6 (six) steps of data mining as mentioned in the chapter methodology. 

However, due to time limitations, this study will cover the 5 (five) steps as follows:  

 
1. Business understanding  

Business understanding is a step to determine the objective of a project. In this study, as mentioned in 

the introduction chapter, the company currently faces tremendous challenges due to changes in customer 

behavior after conceived-19 pandemic. However, because the company has already been established for 

more than ten years, it is hypothetic that the observed company has loyal customers. Therefore, this 

study aims to understand the customers' purchase behavior and identify the company's loyal customers. 

 
2. Data understanding  

Data was collected by downloading the point-of-sales data from the company’s information system. The 

company currently has a web-based platform to manage the transaction data. However, the company 

has not recorded the customer ID of their customer. Therefore, as seen in Figure 1, there was no standard 

for inputting the phone number. The data downloaded from the company’s information system contain 

information on each customer's transactions across months in one year. Therefore, this study aims to 
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understand the purchase pattern and identify the customer with the priority on customer engagement 

program.  

 
3. Data preparation  

The data downloaded consists of 12 sheets that represent monthly transactions. In total, there were 3900 

transactions in 12 months. The initial dataset can be seen in Figure 2, whereas the dataset after the 

preparation step is shown in Figure 3.  

 
Figure 2. Initial dataset 

 

 
Figure 3. Dataset after preparation step 

 
The data preparation consists of the following steps:  

a. Phone number standardization. The phone number is standardized using the following 
action: 

- Delete the + (plus),  - (minus), and . (dot).  
- Change 62 at the beginning of with 0, where 62 is the country code for Indonesia. 
- Delete leading zero; therefore, all phone numbers start with non-zero values.  

b. City standardization. In the initial database, customer addresses were stated in an 
unstandardized format. Therefore, the address is standardized by only considering the city's 
name.  

c. Removing the name column because, in this research, the phone number is the unique 
identifier of the consumer.  

d. Standardize the month from Indonesian to English.  
e. Delete rows that have a phone number value of 0 (NaN). 
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4. Modeling  
This research focuses on analyzing loyal customers and customer segmentation. As mentioned in the 
previous step, the phone number will be used as a unique identifier because there was no unique 
identifier for each customer in the current database. In the modeling step, several techniques were used: 
descriptive statistics, retention analysis, Pareto charts, and customer segmentation. 
 
a) Descriptive statistic  
The descriptive statistics aimed to recognize the transaction pattern based on month, day, and city. 
Figure 4 depicts the total monthly transactions (Figure 4.a) and average transaction value (Figure 4.b). 
Total monthly transactions experienced a significant decline from May until November. Although total 
transactions decreased, average transactions increased significantly after April. This finding indicates 
that consumer spending has changed from buying in small quantities to buying in large quantities.  

 
Figure 4. (a) Total monthly transaction, and (b) Average monthly transaction  

 
Figure 5 indicates the daily transactions across all months. Most transactions occurred in the last 

week (fourth week in Figure 1), while the lowest occurred in the third week. Transactions increase 
significantly from the 23rd to the 27th. This period is the payroll period for most workers in Indonesia. 
Thus, companies can implement promotional policies to capture the increase in customer orders in the 
last week of each month.  

 
Figure 5. Comparison of Transaction Based on Day Across All Months  

 
Figure 6.a indicates the number of transactions based on city, whereas Figure 6.b depicts the number 

of unique customers. Sleman, Yogyakarta, Kendal, Bekasi, and South Jakarta are the cities with the most 
transactions. The production location of the company used in this case study is in the Sleman area, so 
Sleman and Yogyakarta, the cities with the highest transactions and number of unique consumers, are 
reasonable. However, the high number of transactions and unique consumers in Kendal, Bekasi, and 
South Jakarta are interesting things to pay attention to. The company can take the free shipping policy 
to increase the number of transactions in cities other than DIY Province. 
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Figure 6. Geographical analysis: (a) top 5 cities by total transactions, and (b) top 5 cities by 

unique customers 
 

b) Retention analysis 
Figure 6 illustrates the customer retention rates. The retention rate is calculated as the percentage of 
customers from the previous month who remain customers in the current month. The highest retention 
occurs in April, July, and December. This finding indicates that of customers who purchased in March, 
14% will buy in April. If reviewed more deeply, April is the month of fasting for Muslims. In addition, 
the increase also occurred in December, when this month is also a big day for Christians. Therefore, the 
recommendation that can be given to companies is to prepare attractive promotions during the month of 
religious holidays. 

 

 
Figure 7. Customer retention rates and customer churn rates 

c) Pareto analysis  
The dataset consists of 3,271 unique customers. The Pareto analysis obtained 1,366 customers, 
contributing to 80% of the total transaction value (Figure 7). These 1,366 customers represent 41,76% 
of the total customer. This result is slightly different from the 80:20 classic Pareto Principle, which states 
that 80% of total value is contributed by 20% of customers.  
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Figure 8. (a) Pareto chart and (b) Monthly unique customer 

 
 

Approximately 31.29% of the total transaction value is attributed to loyal customers. This study 
defines a loyal customer as a customer who has made more than one transaction across the dataset. On 
the other hand, around 68.71% of the total transaction value comes from new customers, defined as 
those who have made only one transaction. Figure 8 further displayed monthly unique customers. The 
number of unique customers increased in April and December, whereas in the previous section, this 
increase was caused by religious events. This analysis indicates that new customers generate a 
significant portion of transaction value. However, loyal customers, though fewer in number, also 
contribute a substantial part of the total transaction value. Therefore, the recommendation given to the 
observed company is (1) increasing the number of new customers, (2) converting new customers to loyal 
customers, and maintaining the number of loyal customers.  
 
d) Customer Segmentation 
Figure 8 shows that the distribution of most consumers made 1 (one) transaction, with a value ranging 
below IDR 1 million. This finding indicates that most consumers conduct transactions in low quantities 
and values. 

 
Figure 9. Density analysis on “transaction” and “average-transaction” 

 

 As a reference for determining the number of clusters, the elbow method is used in this study to 
determine the best number of clusters. The results of the elbow method obtained the best number of 
clusters, which is 3 clusters (Figure 9.a).  
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Figure 10. (a) Elbow method and (b) customer segmentation  
 

 The K means clustering results obtained 3 clusters illustrated in the scatter plot as shown in Figure 
9b.  

Cluster 1. High number of transactions, high average value of transactions: 192 customers. 
Cluster 2. Medium number of transactions,  medium average value of transaction: 1264 
customers. 
Cluster 3. Low number of transactions, low average value of transaction: 1815 customers. 

 Further analysis is carried out on cluster 1 to see customers' behavior included in the high transaction 
category and transaction value. The buying behavior of two customers from cluster 1 is depicted in 
Figure 10. Consumer number 82136370755 tends to make large purchases in May, where the results of 
the previous analysis of the month coincided with the religious day of Eid al-Fitr. Meanwhile, consumer 
number 85290006888 tends to make large purchases in December, coinciding with the religious day of 
Christmas. 

   

Figure 11. Buying pattern of two customers in Cluster 1: 
(a) customer 82136370755, and (b) customer 85290006888 

 
5. Evaluation 

Based on the analysis carried out in the previous stage, the evaluation stage recapitulates the findings 

from the analysis. These findings are then used to provide recommendations for companies to improve 

their competitiveness. 

a. Consumer spending has changed from buying in small quantities to buying in large quantities.  

b. Most transactions occurred in the last week, while the lowest occurred in the third week.  
c. Apart from Yogyakarta, which is the location of production and display stores, Jakarta and 

Bekasi are the cities with the largest unique consumers and sales.  
d. Sales increase during religious events (Idul Fitri and Christmas). 
e. 41.76% of the total customers contribute to 80% of sales.  
f. 31.29% of the total transaction value is attributed to loyal customers.  
g. 192 customers are in cluster 1 (high number of transactions and high transaction value).  

Recommendations are given based on the findings of the above analysis and discussions with the 
company's management team. The recommendations given are as follows:  
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a. Provide discounted prices for customers who buy in large quantities.  
b. Provide promotions and increase production capacity in the 4th week of each month and on 

religious days (Eid al-Fitr and Christmas).  
c. Provide discounted shipping promotions for areas outside Jogja.  

d. Conduct programs to reach loyal customers and turn new customers into loyal customers.  

3.2.  Discussion  

This research focused on data mining to analyze sales data in a company that produces traditional motif 

clothing- batik. Data mining techniques in this study were implemented through 5 steps: business 

understanding, data understanding, data preparation, modeling, and evaluation. In the modeling stage, 

several analysis techniques are used to evaluate consumer behavior: descriptive statistics, retention 

analysis, Pareto charts, and customer segmentation. The evaluation step obtained several findings related 

to customer behavior, as presented in the evaluation stage. 

Compared to previous research, this finding has similarities with previous research. Previous 

research found that the pandemic has led to a change in consumer preference, with a preference for 

online shopping, including for clothing [17]. Previous research has also found that after the pandemic, 

consumers tend to refrain from buying clothes and prioritize basic needs, which impacts the decline in 

clothing sales [18]. Using observation and interview methods, Khan and Sharma [19] found a positive 

relationship between consumer purchases and religious holidays. This is relevant to the findings on batik 

sales that increase in the month coincides with religious holidays. 

This research can contribute to both managerial implications and theoretical implications. In 

managerial implications, the findings in this study can be the basis for the observed companies in 

particular and all batik producers to formulate marketing strategies. Regarding data mining procedures, 

this research uses a phone number as a unique identifier for each customer. Therefore, each customer 

should use a unique identifier, such as a customer number, to facilitate customer identification. On the 

other hand, this research can also provide theoretical implications. In the results of previous reviews, no 

research comprehensively uses data mining to analyze sales in batik producers. Research by Mulyawan 

et al. [12] studied batik sales in terms of motifs and sales using clustering techniques. Shop owners then 

used the results to formulate sales strategies. On the other hand, research by Bhaskara et al. [20]  focused 

on creating a data warehouse system to record and monitor sales transaction data for batik companies. 

The researcher stated that real-time access to information could help companies develop their strategies. 

In addition, the data warehouse is the first step in the data mining process in this study.  

4.  Conclusion 

The analysis using five data mining stages obtained insights that can be used as a basis for formulating 

batik sales strategies. This research focuses on analyzing customer purchasing behavior and evaluating 

loyal consumers. The analysis obtained insights into consumer behavior: changes from purchases in 

small quantities to large quantities, increased purchases in the final week of each month, and increased 

purchases on religious days. In addition, the analysis obtained that 31.29% of total transactions were 

contributed by loyal consumers, and 192 consumers were in the cluster of high transaction amounts and 

high transaction values. Future research can be performed by applying data mining to analyze the types 

of products the company sells. The results of discussions with management indicate that changes in 

consumer shopping behavior also occur in the types of products and batik motifs chosen by consumers.  
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Abstract. This research presents a thorough statistical analysis of hero performance in the latest 

Mobile Legends meta, employing the K-Nearest Neighbor (KNN) algorithm. Utilizing diverse 

data sources, the study explores factors influencing hero success, leveraging KNN's ability to 

identify intricate patterns in complex datasets. Through meticulous data collection, 

preprocessing, and application of the KNN algorithm, the research classifies and predicts hero 

performance based on similarities with neighboring heroes. Critical determinants such as win 

rates, popularity, and hero ban rates emerge, providing profound insights into gameplay 

strategies. The study emphasizes the importance of understanding meta dynamics, hero 

attributes, and player expertise for informed decision-making in hero selection within the 

dynamic landscape of Mobile Legends. 
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1.  Introduction  

In the ever-changing landscape of online battle arena (MOBA) gaming, Mobile Legends has 

emerged as a prominent game, demanding players to showcase tactical skills and strategic thinking in 

hero selection and utilization. Maintaining an edge in the evolving meta is crucial for strategic advantage 

in Mobile Legends, given the dynamic nature of the game that requires constant adaptation. This 

research aims to contribute significantly to the field by conducting an in-depth statistical analysis of 

hero performance in Mobile Legends, with a specific focus on the latest meta. To achieve this objective, 

the study will leverage the K-Nearest Neighbor (KNN) algorithm due to its ability to classify data based 

on similarity, making it a potent tool for identifying complex patterns and relationships within the 

extensive dataset of hero statistics.[1] Aligned with the multidimensional nature of hero performance 

metrics in Mobile Legends, including win rates, pick rates, and kill-to-death ratios, KNN excels in 

identifying patterns by considering the proximity of data points in this multidimensional space. This 

approach promises a nuanced understanding of hero interactions and effectiveness within the current 

meta, surpassing conventional observations. [2] The research not only aims to uncover trends but also 

intends to explore the implications of these findings on strategic decision-making in Mobile Legends. 

https://doi.org/10.26877/asset.v6i2.18360
mailto:111202012635@mhs.dinus.ac.id
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By harnessing the potential of the KNN algorithm, the analysis seeks to offer a profound understanding 

of the underlying dynamics that influence hero success. [3] The methodology involves the collection 

and analysis of extensive datasets, capturing the nuances of hero performance in diverse in-game 

scenarios. Essentially, the combination of advanced statistical analysis and the KNN algorithm promises 

to illuminate the intricate tapestry of hero performance, providing a valuable resource for players, 

analysts, and enthusiasts navigating the constantly evolving landscape of Mobile Legends.[17] 

Additionally, this section will discuss specific techniques used to demonstrate the performance of the 

KNN algorithm, providing a thorough explanation of why KNN was chosen and offering a more detailed 

insight into how this algorithm is implemented in the context of this research. This aims to provide a 

comprehensive and in-depth overview for readers regarding the contribution and utility of KNN in 

analyzing hero performance in Mobile Legends. 

2.  Methods 

2.1.  Research Stages  

The research on hero performance data in Mobile Legends was conducted through a 

systematic and comprehensive process outlined in Figure 1, illustrating the flowchart of the data 

analysis process. 

 

Figure 1. Flowchart. Data Analysis Process 

  

The initiation of the research involved an exhaustive collection of hero performance data from diverse 

and reliable sources, including official game repositories, player databases, and esteemed community-

driven platforms specializing in sharing in-game statistics. [9] This comprehensive approach aimed to 

gather a wealth of attributes and relevant statistics for Mobile Legends heroes, forming the basis for 

subsequent analyses and ensuring a holistic understanding of hero performance. 

Following data collection, the collected dataset underwent a rigorous preprocessing phase to validate 

and ensure its integrity, mitigating potential inconsistencies or errors. This critical step involved 

meticulous preparation of the data, establishing a robust foundation for meaningful analysis. 

2.2.   Algoritma K-Nearest Neighbors (KNN) 

The KNN method was applied to analyze hero performance. This approach allows us to classify 

and predict performance based on similarity with other heroes in the dataset.[9] K-Nearest Neighbors 

algorithm, a non-parametric and instance-based learning method, was chosen for its capability to make 

predictions based on the proximity of instances in a multidimensional feature space. This method 

operates on the principle that instances with similar features are likely to share similar outcomes.[2] 

To implement the KNN algorithm for hero performance analysis, a thorough examination of the dataset 

was conducted to identify relevant features and establish a meaningful similarity metric. Subsequently, 

the algorithm was applied to classify and predict the performance of each hero by considering the 

characteristics and attributes shared with its nearest neighbors. 
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The selection of an appropriate value for the 'k' parameter, representing the number of neighbors to 

consider, was a crucial aspect of the implementation. This value was determined through a systematic 

evaluation process, considering the dataset's characteristics and the desired level of granularity in 

performance analysis. 

The outcomes of the KNN algorithm were then assessed and validated through rigorous testing 

procedures, ensuring the reliability and accuracy of the performance predictions. The results obtained 

from this implementation provided valuable insights into the relationships and patterns within the hero 

dataset, contributing to a more nuanced understanding of hero performance dynamics[19]. 

 

 

 

 

 

Figure 2. K-Nearest Neighbors Formula 

The distance d between instances Xi and Xj in a feature space is often calculated using the Euclidean 

distance formula: 

𝑑(𝑋𝑖, 𝑋𝑗) = ∑𝑙 = 1𝑛(𝑋𝑖𝑙 − 𝑋𝑗𝑙)2 

where n is the number of attributes. 

The classification probability for an instance Iij belonging to class Cci is computed as follows: 

P(I=ij∣C=ci)=k1∑l=1kp(I=ij∣C=cl) 

Explanation: 

• p(I=ij∣C=cl): Probability of instance ij given class cl based on the k-nearest neighbors. 

• p(C=cl): Prior probability of class cl in the dataset. 

In the context of predicting hero characteristics in MPL Season 12, the KNN algorithm can be applied 

to features such as Hero Type, Hp Hero, Mana Hero, Defend Hero, and Attack Hero. The algorithm 

predicts the characteristics of a hero based on the attributes of its k-nearest neighbors in the dataset, 

considering factors like weapon utilization, health power, mana usage, defense, and attack statistics. The 

choice of k influences the granularity of the predictions, with smaller k values providing more local 

predictions and larger k values offering a broader perspective. 

3.  Results and Discussion 

Embarking on a thorough examination of our study's methodologies, we delve deep into the nuanced 

analysis of hero performance within the dynamic Mobile Legends meta. At the heart of our investigative 

approach lies the strategic utilization of the K-Nearest Neighbors (KNN) algorithm, renowned for its 

adeptness in deciphering intricate patterns within multidimensional datasets. 

The primary objective of our study is to conduct a comprehensive statistical analysis of hero 

performance in Mobile Legends, with a keen focus on unraveling the subtleties of the latest meta. The 

deliberate choice of the KNN algorithm is grounded in its non-parametric and instance-based learning 

capabilities, making it particularly well-suited for predicting outcomes based on the proximity of 

instances within a multidimensional feature space. The rationale behind opting for KNN lies in its 

efficacy in analyzing the multifaceted nature of hero performance metrics in the dynamic Mobile 

Legends landscape. The algorithm operates on the principle that instances with similar features are likely 

to exhibit comparable outcomes, proving invaluable in a context where hero performance is intricately 

influenced by factors such as win rates, pick rates, and kill-to-death ratios. Thus, the KNN algorithm 

becomes instrumental in unraveling complex patterns, providing nuanced insights into hero interactions 
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and effectiveness within the current meta. [12]. The core formula guiding the KNN algorithm for 

predicting outcomes is succinctly expressed as: 

Y=mode(Yi) 

where: 

• Y signifies the predicted outcome for a given hero. 

• Yi represents the outcomes of the k nearest neighbors. 

 

The essence of the KNN algorithm lies in predicting outcomes based on the majority class of nearest 

neighbors. Our research journey begins with the meticulous collection of hero performance data from 

diverse and reliable sources, including community data-sharing platforms. This dataset, comprising 

various attributes like win rates, popularity, HP, attack speed, and magical power, forms the foundation 

for our analysis. Before applying the KNN algorithm, we undergo a critical preprocessing phase to 

ensure dataset integrity, eliminating inconsistencies or anomalies. With the dataset curated, we employ 

the KNN algorithm to unveil hero performance intricacies in Mobile Legends, considering factors like 

win rates and specific hero characteristics. The algorithm's effectiveness is evident in uncovering 

complex patterns, providing nuanced insights into hero interactions within the dynamic meta. Our study 

contributes to mobile gaming's evolving landscape by enhancing understanding of hero attributes and 

in-game performance dynamics. This empowers players, aids analysts in strategy formulation, and offers 

valuable insights to game developers for refining the gaming experience. In essence, our research 

enriches the dialogue on mobile gaming dynamics, augmenting collective knowledge within the gaming 

community. 

HERO WIN POPULARITY BANNED HP 
Physical 

Attack 

Physical 

Defense 

Attack 

Speed 

Rafaela 56.94% 1.33% 15.38% 2571 124 18 1 

Ixia 55.14% 1.10% 5.83% 2620 113 17 1.3 

Mathilda 54.97% 0.47% 66.24% 2651 120 22 1 

Lolita 54.80% 0.57% 31.75% 3051 115 30 0.98 

Terizla 54.70% 1.51% 2.08% 2728 159 25 1 

Irithel 54.59% 1.96% 1.25% 2540 132 17 1.23 

Yi Sun-shin 54.49% 0.25% 0.06% 2570 114 22 1.03 

Baxia 54.15% 0.43% 0.62% 3369 125 39 1 

Edith 54.05% 1.57% 3.44% 3149 110 27 1.04 

Argus 54.03% 0.23% 0.17% 2628 118 21 1.19 

Minotaur 53.60% 0.52% 0.46% 3459 123 34 0.91 

Belerick 53.42% 0.64% 0.63% 3641 110 25 1.01 

Benedetta 53.40% 0.53% 0.26% 2569 131 18 1.11 

Hylos 53.40% 0.28% 0.09% 3309 105 33 1.03 

Table 1. Dataset Hero 

Critical 

Chance 
Mana 

Magic 

Power 

Magical 

Defenses 

Cooldown 

Reduction 

Movement 

SPD 
MYTHIC+ 

0% 680 8 17 10% 330 HIGH 

0% 440 0 15 0% 300 LOW 

0% 430 38 15 5% 325 HIGH 

0% 480 0 25 0% 335 HIGH 

0% 430 0 21 0% 318 HIGH 

0% 0 0 15 0% 325 HIGH 
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5% 438 0 15 0% 320 
LOW 

0% 422 0 31 0% 300 HIGH 

0% 0 0 25 0% 318 HIGH 

0% 0 0 15 0% 332 LOW 

0% 0 0 26 0% 325 HIGH 

0% 450 0 25 0% 312 LOW 

0% 460 0 15 0% 326 
HIGH 

0% 430 0 31 0% 325 LOW 

0% 550 52 15 2% 320 LOW 

Table 2. Dataset Hero 

The effectiveness of any predictive model, such as KNN, relies on its capacity to deliver precise and 

dependable outcomes. Through rigorous validation and refinement against actual results, the algorithm 

ensures close alignment with real-world scenarios. This iterative process not only enhances prediction 

accuracy but also strengthens the credibility of analytical insights derived from the KNN algorithm. The 

emphasis is placed on uncovering complex patterns and attaining nuanced insights into the multifaceted 

dynamics of hero interactions within the latest meta.[14] 
HP Physical 

Attack 

Physica

l Def 

Attack 

Speed 

Critical 

Chance 

Mana Magic 

Power 

Magical 

Def 

Cooldown 

Reduce 

Movement 

Speed 

2571 124 18 1 0 680 8 17 0.1 330 

2628 118 21 1.19 0 0 0 15 0 332 

2778 139 29 1.05 0 0 0 21 0 312 

2801 128 22 1.04 0.05 0 0 15 0 332 

2573 114 21 1 0 493 38 15 0.05 309 

2698 159 27 1 0 0 0 21 0 306 

2490 123 20 1.21 0 435 0 15 0 333 

2501 113 17 1.01 0 500 38 15 0.05 316 

 

Table 3. ExampleSet 
Ro

w 

No. 

MYTHI

C+ 

prediction(MYTHI

C+) 

prediction(HI

GH) 

confidence(LO

W) 

Hero Win Populari

ty 

Banne

d 

1 HIGH LOW 0.433306419 0.566693581 Rafaela 0.569

4 

0.0133 0.1538 

2 LOW HIGH 0.770063276 0.229936724 Argus 0.540

3 

0.0023 0.0017 

3 HIGH HIGH 0.805117389 0.194882611 Khaleed 0.530

8 

0.0018 4.00E-

04 

4 HIGH HIGH 0.804136143 0.195863857 Freya 0.522

7 

0.004 0.003 

5 LOW LOW 0.202542328 0.797457672 Alice 0.515

1 

0.0012 7.00E-

04 

6 HIGH HIGH 0.799617267 0.200382733 Yu 

Zhong 

0.512

7 

0.0125 0.0029 

7 HIGH LOW 0.381287917 0.618712083 Brody 0.511

3 

0.0103 0.0031 

8 HIGH HIGH 0.608041496 0.391958504 Lylia 0.511

1 

0.0071 0.0024 

Table 4. ExampleSet 

K-Nearest Neighbors (KNN) is a machine learning algorithm utilized to forecast outcomes by 

assessing the similarity among instances. In our study, it's employed to anticipate the rank of 

heroes (MYTHIC+, HIGH, LOW) utilizing attributes outlined in the ExampleSet table. 

1. Euclidean Distance: 
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• Compute the Euclidean distance between the hero under scrutiny and all other heroes within the 

dataset. 

• Distance=∑j=1n(Xij−Xkj)2, where Xij and Xkj represent attribute values for feature j of the hero 

under scrutiny and hero k, respectively, and n denotes the number of features. 

2. Identifying Nearest Neighbors: 

• Choose the k nearest neighbors based on the smallest distances. 

3. Determining Rank Prediction: 

• Forecast the rank of the hero under scrutiny based on the predominant rank among its neighbors. 

accuracy: 61.54% 
 true HIGH true LOW class precision 

pred. HIGH 4 2 66.67% 

pred. LOW 3 4 57.14% 

class recall 57.14% 66.67%  

Table 5. Performance Vector 

The application of the K-Nearest Neighbors (KNN) algorithm in our study has provided 

valuable insights into hero performance within the dynamic Mobile Legends meta. Let's 

explore these insights by focusing on the key aspects derived from our analysis: [15] 

1. Outcome Prediction: 

• The KNN algorithm predicts outcomes based on the majority class of the k nearest neighbors. 

• Hero performance data are meticulously collected and preprocessed to facilitate accurate 

predictions. 

2. Validation and Refinement: 

• Accuracy and reliability of predictions are ensured through rigorous validation against real-

world outcomes. 

• Iterative validation enhances prediction accuracy and reinforces analytical credibility. 

3. Performance Metrics: 

• Predictions for hero attributes, including MYTHIC+ rank, confidence levels, and 

corresponding hero information, are presented. 

• Probability of winning and overall accuracy of the KNN algorithm are visualized. 

4. Effectiveness of KNN Algorithm: 

• The algorithm, based on the proximity principle, predicts outcomes by considering the 

similarity of hero attributes. 

• Nuanced insights into hero interactions within the dynamic Mobile Legends meta are 

provided. 

• Uncovering complex patterns contributes to actionable insights for players, analysts, and game 

developers. 

In conclusion, the KNN algorithm effectively predicts hero performance, enhancing understanding of 

the Mobile Legends meta. Its iterative validation process ensures practical utility in gaming contexts, 

providing accurate predictions aligned with real-world scenarios.

 
Figure 3. Probability of Winning 
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Figure 3 visualizes the probability of winning based on the predictions made by the K-Nearest 

Neighbors (KNN) algorithm. The x-axis represents different instances, while the y-axis shows the 

corresponding probability of winning. This graph provides an overview of the algorithm's predictive 

performance in estimating the success of heroes within the Mobile Legends meta. 

 

 
Figure 4. Accuration 

Figure 4 depicts the comprehensive accuracy of the KNN algorithm in forecasting hero attributes. The 

x-axis denotes distinct iterations or instances, while the y-axis showcases the accuracy percentage. 

This graphical representation showcases the algorithm's efficacy in predicting hero ranks (MYTHIC+, 

HIGH, LOW) using the given attributes. Accuracy serves as a pivotal metric in evaluating the 

predictive model's dependability. 

4.  Conclusion 

In conclusion, this research aims to conduct a comprehensive statistical analysis of hero 

performance in the latest Mobile Legends meta using the K-Nearest Neighbor Algorithm (KNN). The 

study provides valuable insights into the various factors influencing hero success. The methodology 

involves a rigorous research stage, encompassing the collection of hero performance data from diverse 

sources and community data-sharing platforms. The dataset undergoes detailed pre-processing to ensure 

integrity and validity, establishing a solid foundation for subsequent applications of the KNN algorithm. 

The selected algorithm, renowned for its non-parametric and instance-based learning capabilities, 

effectively uncovers complex patterns in the multidimensional space of hero statistics. 

The research results present a comprehensive statistical profile of hero performance, demonstrated 

through the application of the KNN algorithm. This analysis reveals crucial factors, including win rates, 

popularity, and hero ban rates, offering different insights into interactions in the latest Mobile Legends 

meta. The study outlines performance vectors, accuracy metrics, and factors influencing hero 

performance. Key factors affecting a hero's success encompass win rate, popularity, ban rate, hero 

characteristics (hero kit), meta adaptation, and player skill. The study underscores the importance of a 

deep understanding of the meta game, hero abilities, and effective gameplay strategies for proper hero 

selection. While this research provides valuable insights for Mobile Legends enthusiasts, analysts, and 

industry professionals, it also acknowledges certain limitations. Future research efforts could address 

these limitations, refining the methodology used in this study. In essence, this research serves as a 

valuable resource, offering a detailed exploration of the dynamics of hero performance in the ever-

evolving Mobile Legends landscape. 
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Abstract. Ducting manufacturing project at PT. The FRA was planned to be completed in 14 

days, but was implemented in 19 days and 5 days late. The method to find the cause of project 

delays is Fault Tree Analysis (FTA), then analyze rescheduling with the Critical Path Method 

(CPM). The purpose of this study is to identify factors of work delay, determine new steps for 

project contractors and reschedule with alternative working hours and labor additions. The 

results of the analysis using the FTA method obtained the main cause of delay in drawing 

engineering work of 0.0002592 and obtained 4 new steps for project contractors. The results of 

rescheduling using the CPM method obtained a percentage increase in productivity with the 

alternative of adding working for 4 hours with a duration of 25% or 6 days faster than the normal 

duration of 19 days to 13 days and an additional cost of 91.96%, which is Rp. 21,500,000. While 

the percentage of productivity increase with alternative labor additions with a duration of 38.75% 

or 5 days faster than the normal duration of 19 days to 14 days and additional costs of 178.57%, 

namely Rp. 31,200,000. So it can be concluded by using the FTA method the main cause is 

drawing engineering work and 4 new steps are obtained and using the CPM method alternative 

scheduling is obtained to increase overtime work hours more effectively and additional costs are 

not too large, so that the company does not experience delays for future ducting projects. 

Keywords: Project delay, Fault Tree Analysis, Critical Path Method, Reschedule. 
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1. Introduction  

Project delays occur if the contractor does not complete the project according to the time schedule 

agreed in the contract, then the delay has the impact of increasing project costs, increasing market risk, 

increasing production delay time and project delays[1]. Project management aims to execute projects 

well to minimize problems during project implementation, so an accurate project management system 

is needed for effective and efficient scheduling[2]. PT. FRA is a project based steel fabrication 

manufacturing and service company that aims to improve the effectiveness and efficiency of the 

production process[3]. The company is engaged in steel manufacturing, heavy equipment operation and 

maintenance[4]. Each project has a different design and function to process raw materials that are 

assembled to be formed to produce new materials to have added functions and value. Problems of PT. 

FRA is a delay ducting line 149-152 project that the project owner of PT. MBI. Every project has a 

https://doi.org/10.26877/asset.v6i2.18636
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planned schedule, but schedules and deliverables in the field show different project completion times. 

The ducting project was planned to be completed in 14 days, but it was carried out in 19 days and 5 days 

late. Because there are many delay factors in the project, it is necessary to analyze the Fault Tree Analysis 

(FTA) method to analyze the factors causing delays and the Critical Path Method (CPM) method to get 

rescheduling with alternative work hours and alternative labor additions. 

Fault Tree Analysis (FTA) is an analysis method by displaying drawings and evaluating paths in a 

system to minimize costs[5]. Fault Tree Analysis is used to identify the root of the fault tree[6]. FTAs 

are also used to identify the causes of failures in visual diagrams and logic models[7]. Critical Path 

Method (CPM) is a project management method with a focus on the timing of work activities and 

defined critical path project duration[8]. The Critical Path Method details each activity, job activity, 

normal time and cost data for the network[9]. Based on the description above, researchers are interested 

in conducting research, the advantages of both methods are being able to find out the work and factors 

causing delays and determine new steps for project contractors and get rescheduling with alternatives to 

increase work hours and alternative labor additions in future projects. 

 

2. Methods 

The research methods in this study are qualitative and quantitative to obtain information about delays 

in projects, determine delay factors and make descriptive explanations about these factors can occur[10]. 

The subjects of this study analyzed the factors causing delays obtained from observations, interviews 

and questionnaire results distributed to respondents of planning production control (ppc) workers[11]. 

Fault Tree Analysis (FTA) method to process questionnaire data to determine the probability value to 

calculate the minimum cut set value. The ducting line 149-152 project at PT FRA is the object of 

research which contains time schedule data and reschedule data to obtain the schedule and project 

implementation presented in table 1 and table 2. 

 
Table 1. Ducting Project Plan Schedule (Source PT. FRA) 

 

NO Job Description 
Work Implementation Plan Schedule (Days) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

I Engineering drawing work         

Holiday 

      

Holiday 

II Material procurement work               

A Cutting marking production work               

B Machining production work                

C Feedup production work                

D Welding production work                

E Finishing work                

F Quality control work                

G Painting work                

H Packing delivery work                         
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Table 2. Reschedule Ducting Project (Source PT. FRA) 

 

NO Job Description 
Work Schedule (Days) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

I 
Engineering drawing 

work 
        

Holiday 

      

Holiday 

     

II 
Material 

procurement work 
              

     

A 
Cutting marking 

production work 
              

     

B 
Machining 

production work 
               

     

C 
Feedup production 

work 
               

     

D 
Welding production 

work 
                

     
E Finishing work                

     
F Quality control work                     
G Painting work                      

H 
Packing delivery 

work 
                        

          

 

2.1 Data Collection 

Data collection is used to obtain data by observation and interviews[12]. Data collection in this study 

there were 2 respondents, namely production supervisor workers who participated in the project directly 

in the field. Data collection from the interview process indudes ducting project data implemented by PT. 

FTA and its owner from PT. MBI was planned to be completed in 14 days, while the project 

implementation was postponed to 19 days and identifying the work that was the cause of the project 

delay was interviewed with one respondent, namely the supervisor of the production section of the 

ducting project. 

2.2 Data Processing 

Data processing is carried out to analyze project delay factors and reschedule projects which include 

late work factors, identifying engineering drawing work and material procurement work using the Faut 

Tree Analysis (FTA) method for a combination of events that cause root problems that affect the 

project[13]. After a combination of basic event calculation of mocus analysis and minimum cut set, then 

reschedule the duration of project activities, analyze the calculation of early start, early finish, latest 

start, latest finish of each job and identify the critical path network diagram, determine the shortest 

rescheduling of work duration with alternatives to increase work hours and increase manpower, after 

that determine the relationship between the results of the fault tree analysis analysis with the results 

critical path method and compares with new scheduling so that optimal project time is obtained. 

 

3. Results and Discussion 

3.1. Fault Tree Analysis (FTA) 

 Data management is carried out using the Fault Tree Analysis (FTA) method which obtained the 

following steps.  

3.1.1 FTA Steps Steps (Fault Tree Analysis) 

 Fault Tree Analysis consists of a combination of sequential faults that cause a failure event[14]. The 

first step is defining events in the system, creating an error tree from top event to intermediate event and 

top event logic gate relationships. The next step is to calculate the minimum cut set and analyze the FTA 

using the probability values of intermediate events to top events. Here can be seen FTA diagram figure 

1. 
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Figure 1. FTA Diagram Causes of Ducting Delays 

 

3.1.2 Qualitative Analysis Fault Tree Analysis (FTA) 

 Analysis of the causes of delays in ducting projects at PT. FRA has two intermediate events from the 

interview results, namely drawing engineering work and material procurement work. In drawing 

engineering work, the problem is related to the owner's agreement, the main contractor and sub 

contractor cannot be agreed unilaterally when in the field, because they are still processing drawings 

with the owner's request to be reviewed again regarding their feedback. In material procurement work, 

it is still waiting for the owner's approval and drawing engineering work drawings, after the drawings 

come, the materials do not come immediately, because the company selects materials that propose prices 

in accordance with the project budget. 

3.1.3 Quantitative Analysis Minimal Cut Set 

 Minimal cut set analysis is carried out with mocus analysis to find out the root of the problem in the 

fault tree[15]. Researchers distributed questionnaires to one respondent to find out the probability value 

and obtained 7 basic event mocus in drawing engineering work is A1.1.1; A1.1.2 ; A1.2.1 ; A1.2.2 ; 

A1.3 ; A2.1 ; A2.2 with a value of 0.4 x 0.4 x 0.3 x 0.3 x 0.3 x 0.3 x 0.2 = 0.0002592. In material 

procurement work, 5 basic events were obtained, namely B1.1; B1.2 ; B1.3.1; B1.3.2 ; B2 with a value 

of 0.4 x 0.3 x 0.3 x 0.4 x 0.4 = 0.00576. After conducting a Fault Tree Analysis (FTA) analysis, it is 

known that the event factors causing the delay in the ducting project and obtained 2 minimum cut sets, 

namely A = 0.0002592 and B = 0.00576 at PT. FRA can be seen in table 3. 

 
Table 3. Event Fault Tree (Source PT. FRA) 

 
Event Information 

A Engineering drawing work 

A1 Owner factor 

A2 Maincont and subcont factors 

A1.1 Slow owner in decision making 

A1.2 lack of good coordination 

A1.3 Owner's delay in reviewing feedback from maincont and subcont 

A1.1.1 Waiting for the owner's decision regarding the drawing processing process 
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A1.1.2 Shop drawing release request 

A1.2.1 Lack of coordination with maincont and subcont 

A1.2.2 Late provision of drawing processing instructions 

A2.1 Lack of coordination of subcont and maincont 

A2.2 Re-drawing processing is carried out 

B Material procurement work 

B1 Material selection factors 

B2 Owner factor 

B1.1 Propose a price according to the project budget 

B1.2 Late PO fender list incoming material 

B1.3 Delays in material delivery 

B1.3.1 The materials ordered only came partially 

B1.3.2 Not in accordance with the planned schedule 

 

3.1.4 Analysis Sets a New Step 

 Researchers will determine a new step from table 3 event fault tree and a high probability value in 

engineering drawing work of 0,0002592 and material procurement work of 0,00576 to be combined 

which initially the factor causing the delay will be a new step factor, this way can optimize and will be 

usefull in the implementation of ducting projects in the company, then a new 4 steps will be 

obtained[16]. The first step is careful planning by creating a realistic project schedule with the project 

plan and identifying potential obstacle risks. The second step is to monitor project progress to track 

progress and changes to identify project delays early. The third step is effective communication between 

the company and the owner to provide periodic updates, monitoring work quality standards and the 

fourth step is planning schedule changes to anticipate if the planned project suddenly changes by 

communicating all parties in the project. 

3.2. Critical Path Method (CPM) 

 The Critical Path Method can estimate the duration in the implementation of project activities that 

obtain supervision efficiently so that they are completed according to planning[17]. The critical 

trajectory of engineering drawing work activities with Early Finish (EF) = 2 days and Latest Finish (LF) 

= 4 days occurs slack 2 days. While EF material procurement work = 2 days and LF = 4 days there was 

a 2-day slack. Daily productivity calculation to compare production results with resources obtained 

value of volume of engineering drawing work = 4920.32 kg / 19 days = 258.964 kg / day. 

3.2.1 Alternative Work Acceleration with Additional Working Hours (Overtime) 

 An alternative to speeding up project completion is the alternative approach of testing and 

implementing increasing overtime work hours[18]. Normal working hours on the project are 08.00-

16.00 or 7 working hours and 1 hour rest at 12.00-13.00, additional ducting project working hours are 4 

hours of work at 16.00-20.00. Calculation of additional productivity of drawing technique man-hours 

with daily productivity = 258.964 kg x 0.6 product reduction coefficient x 4 duration of overtime hours 

= 621.5136 kg. The calculation of the acceleration of adding working hours can be seen in table 4. 

 
Table 4. Calculation of acceleration in addition to working hours 

 

No Job Description 
Indeks (%) 

Koef (-) 

Production 

Overtime 

Hours Prod. Planning 

1 Engineering drawing work 258,964 0,6 4 621,5136 

2 Material procurement work 170,328 0,6 4 408,7872 

3 Cutting marking production work 134,901 0,6 4 323,7624 

4 Machining production work 118,834 0,6 4 285,2016 

5 Feedup production work 107,520 0,6 4 258,048 

6 Welding production work 130,141 0,6 4 312,3384 

7 Finishing work 104,332 0,6 4 250,3968 

8 Quality control work 110,442 0,6 4 265,0608 

9 Painting work 116,674 0,6 4 280,0176 
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10 Packing delivery work 144,400 0,6 4 346,56 

 

 Crash duration calculation is used to accelerate the project by maximizing resources and time on the 

project with volume = 4920.32 kg / productivity acceleration working hours = 621.5136 kg = 8 days 

crash duration. 

3.2.2   Alternative Job Speed With the Increase of Manpower 

 The alternative of acceleration project completion by adding manprower to the ducting project is 

assumed to be 60% of the increase in daily productivity due to the addition of working hours = 621.5136 

kg – Normal daily productivity = 258.964 kg / 258.964 kg x 100% = 60% or 0.6. Calculation of labor 

increase = 60% x 7 people = 4 people. Normal daily productivity calculation = 258,964 kg + 

(
258,964 kg x 4 person

7 person
) = 406,943 kg. Here is table 5 productivity acceleration labor addition. 

 
Table 5. Accelerated Productivity After Labor Addition 

 

No Job Description 
Indeks (%) 

Early 

workforce 

Labor 

Addition 
Prod. Perc. 

1 Engineering drawing work 258,964 7 4 406,943 

2 Material procurement work 170,328 2 1 267,658 

3 Cutting marking production work 134,901 5 3 211,987 

4 Machining production work 118,834 2 1 186,739 

5 Feedup production work 107,520 5 3 168,960 

6 Welding production work 130,141 6 4 204,507 

7 Finishing work 104,332 6 4 163,950 

8 Quality control work 110,442 4 2 173,551 

9 Painting work 116,674 3 2 183,344 

10 Packing delivery work 144,400 3 2 226,914 

 

 The calculation of crash duration of work with alternative addition of labor is obtained from the 

calculation of volume = 4920.32 kg / 406.943 kg productivity acceleration of labor addition = 12 days 

crash duration. 

3.2.3 Normal Cost and Crash Cost Alternative Increase in working hours and labor 

 Normal cost are the direct costs of completing each project work[19]. In normal times each project 

is assumed the normal labor cost per day is Rp. 100,000 x 7 initial labor x 2 days = Rp. 1,400,000. Crash 

cost of adding 4 hours of work for each job is assumed to be Rp. 150,000 + Rp. 100,000 normal daily 

cost = Rp. 250,000. Calculation of overtime crash cost Rp. 250,000 x 8 days overtime duration x 7 

workers = Rp. 14,000,000. While the crash cost of adding labor with normal costs Rp. 100,000 x 4 

people adding labor x 12 days crash duration = Rp. 4,800,000. 

3.2.4 Relationship of Fault Tree Analysis Results with Critical Path Method 

 Based on the results of FTA (Fault Tree Analysis) analysis, the main factor causing the delay in 

ducting projects is in drawing engineering work whose problems related to the agreement of the owner, 

main contractor and sub contractor, image processing cannot be agreed unilaterally when in the field, 

because the main contractor and sub contractorare still processing images in accordance with the 

owner’s request and there is a relationship with CPM (Critical Path Method) analysis, there are 10 

critical jobs that depend on drawing engineering work will cause project execution time to increase 

because drawing engineering work is on a critical trajectory and the longest work is delayed in ducting 

projects. 

 

4. Conclusion 

Based on the results of ducting project research PT. FRA uses the FTA method, there is the highest 

probability value in the basic event based on the calculation of the minimum cut set on engineering 
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drawing work of 0.0002592 and obtained 4 new steps for the project contractors. Meanwhile, by using 

the CPM method, an alternative was obtained to accelerate the addition of 4 hours of work (overtime), 

a duration of 25.00% or 6 days faster and a normal duration of 19 days to 13 days faster and an additional 

cost of 91.96%, which is IDR Rp. 21,500,000. Meanwhile, the acceleration of the addition of alternative 

workers, the acceleration of the duration is 38.75% or 5 days faster than the normal duration of 19 days 

to 14 days and additional costs of 178.57%, namely Rp. 31,200,000[20].  

From this study, it can be conduded that the alternative option of adding overtime work hours is more 

effectively used as an alternative to obtain accelerated duration and generate optimal costs compared to 

alternative labor additions and the additional costs incurred are also not too large, however it is improtant 

to conduct further research by analyzing the factors causing the first degree of delay so that the research 

is more specific and conduct research from the owner’s point of view to find out more detailed 

information about the project cost data. 
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Abstract. The frigate tuna (Euthynnus affinis) is known for its high protein content in the head, 

making it suitable for the production of protein concentrate used in animal feed. This research 

aims to investigate the influence of adding a methanol-acetone mixture solvent, the duration of 

the extraction process, and the protein content in the resulting concentrate using the Kjeldahl 

method. The protein concentrate is produced through the maceration extraction method, where 

30 grams of the frigate tuna head sample is mixed with a methanol-acetone solvent in various 

ratios (1:9; 3:7; 5:5; 7:3; 9:1) at a temperature of 50 °C and a stirring speed of 500 rpm, with 

extraction times ranging from 2 to 6 hours. Subsequently, filtration is performed, and the 

precipitate is dried using an oven at 100 °C for 30 minutes. The dried sample is then subjected 

to protein content testing using the Kjeldahl method. Research results indicate that both protein 

content and extraction yield values increase with the duration of the extraction process, while 

the water content decreases. The optimal result in maceration extraction is achieved with the 

methanol-acetone mixture (9:1) treatment and a 6-hour extraction time, yielding a protein content 

of 89.15 %, water content of 5.57 %, and an extraction yield of 23.86 %.Protein concentrate can 

be used as animal feed to increase protein needs. Animals that are given sufficient protein will 

fatten and make the animal healthy 

Keywords: acetone, extraction, frigate tuna head, methanol, protein concentrate 
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1.  Introduction  

Fish in the ocean contain different amounts of protein. for example milkfish has around 20-

24% protein, catfish has around 12% protein, anchovies contain 18.83% protein and pufferfish have 

around 21.40% protein [1],[2],[3],[4]. Frigate tuna (Euthynnus affinis) is a type of small, elongated tuna 

characterized by a scaleless body and a rigid dorsal fin texture. Frigate tuna is highly sought after by 

consumers for use as food due to its excellent high protein content. The waters in Lamongan Regency 

are listed as a dominant fishery resource, and frigate tuna is a commonly found species in these waters. 

https://doi.org/10.26877/asset.v6i2.18701
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According to the statistical data from the East Java Provincial Fisheries and Marine Affairs Office (DKP), 

the production of frigate tuna increased from 47,083.85 tons in 2019 to 52,747.57 tons in 2020. 

 The significant increase in production is not accompanied by information on waste processing. 

The utilization of waste from frigate tuna heads is also suboptimal as only 50% of the frigate tuna meat 

is consumed, with the rest being discarded as waste [5]. The waste from frigate tuna heads has a protein 

content of 60.56%, making it suitable for use as protein concentrate. The processing of frigate tuna into 

protein concentrate is carried out through the maceration method with the addition of an organic solvent. 

 According to previous research conducted by Manullang in 2018, the production of fish flour 

from catfish head material containing 27% protein through a boiling process resulted in a protein content 

of 23.25% [6]. Another study by Apriyana in 2014 reported that the production of fish flour from catfish 

head material yielded a protein content of 9.97% [7]. Research conducted by Widiyanto in 2018, 

focusing on the production of fish flour from catfish head material, found a protein content of 19.66% 

[8]. 

 The duration and use of solvents significantly influence the final outcome of the protein 

concentrate product. Protein concentrate is a powdered product with a protein concentration above 20%. 

It is produced through the removal of fat and oil components, resulting in a high protein content. The 

longer the extraction time, the more fat and oil are extracted, leading to an increase in protein content 

[9]. It is expected that the addition of a methanol-acetone mixture solvent during the extraction process 

will result in a higher quantity of extract over time. The produced extract has qualities and characteristics 

that can be observed based on water and protein content, thereby affecting the quality of the protein 

concentrate as animal feed [10]. 

 The objective of this research is to examine the influence of adding a methanol-acetone 

mixture solvent and the duration of the extraction process from frigate tuna head waste. Additionally, it 

aims to assess the protein content in the protein concentrate obtained from frigate tuna head waste using 

the Kjeldahl method. 

2.  Methods 

2.1.  Research Method  

The materials used are waste from frigate tuna heads obtained from Siwalankerto Market, 

Surabaya, and a methanol-acetone solvent obtained from a chemical supply store located on Tidar Street, 

Surabaya. 

2.2.  Procedures 

In the production of modified protein concentrate (Siagian, 2019), waste from frigate tuna heads is 

washed, cut into small pieces, and dried in an oven for 120 minutes at a temperature of 100°C. It is then 

ground and sieved to a size of 40 mesh, and 30 grams are weighed [11]. Extraction is performed using 

the maceration method with a 1:3 ratio between the material and a methanol-acetone mixture solvent 

according to the specified variables (1:9; 3:7; 5:5; 7:3; and 9:1), totaling 90 ml, over variable time 

periods (2; 3; 4; 5; and 6 hours), with stirring at 500 rpm at a temperature of 50°C. The mixture is then 

filtered to separate the liquid and sediment. The sediment is dried in an oven at 100°C for 30 minutes. 

Subsequently, grinding and sieving are performed with a 40-mesh size. The resulting protein concentrate 

is then analyzed for protein content using the Kjeldahl method.  

Different solvent ratios will get different yield results, the more polar the solution in the container 

will increase the yield obtained [12]. The longer the extraction time will increase the amount of yield 

obtained, this is because the contact time between the solvent and the material is longer [13]. The 

recommended temperature in the extraction process is 50°C, because too high a temperature will damage 

the material and will cause the solvent to evaporate more quickly. The best results are at an extraction 

temperature of 50°C [14].  

Protein content analysis based on SNI No. 01-2354.4-2006 using the Kjeldahl method consists of 

three stages: destruction, distillation, and titration. In the modified protein content analysis [15]. 
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(a) Destruction 

100 mg of the sample is placed in a 100 ml Kjeldahl flask, added with 4.875 g potassium sulfate, 

0.075 g copper sulfate, 0.05 g selenium, and 15 ml concentrated sulfuric acid. The mixture is shaken 

until homogeneous and heated in an acid cabinet until the fumes cease for approximately 2 hours. 

Heating is continued until boiling, and the clear liquid is maintained for 30 minutes and allowed to cool. 

(b) Distillation 

The destruction result is distilled by slowly adding 50 ml of 40% NaOH, then adding distilled water 

up to 100 ml. I tis then heated to boiling until the liquid is mixed. The distillation result is collected in 

an Erlenmeyer flask containing 15 ml of 4% boric acid and 3-5 drops of methyl red indikator. 

(c)Titration 

The distillation result is titrated with 0,1 N hydrochloric acid. The titration endpoint is marked and 

completed by a color change to pink. Titrations are performed three times to obtain a constant 

concentration. The formula for determining the protein content is : 

 
(𝑉2−𝑉1)×𝑁 𝐻𝐶𝑙 𝑥 𝐵𝐸 𝑁 ×𝐹𝐾 

𝑆𝑎𝑚𝑝𝑙𝑒 𝑤𝑒𝑖𝑔ℎ𝑡  (𝑚𝑔)
× 100%                  (1) 

where: 

V1  = Volume of blank HCl, 

V2  = Volume of sample HCl, 

N HCl= Normality of HCl, 

BE N  = Nitrogen equivalence (14.007), 

FK  = Conversion Factor (6.25). 

3.  Results and Discussion 

The research material, which is waste from frigate tuna heads, underwent analysis to determine its 

protein content using the Kjeldahl method, water content using the gravimetric method, and Cd and Pb 

levels using the AAS (Atomic Absorption Spectrophotometry) method at the Laboratory of the Institute 

for Industrial Research and Consultation, Ketintang, Surabaya. The analysis results of the frigate tuna 

head waste are as follows: 

Table 1. Results of the analysis of frigate tuna head waste. 

Material 
Type of Analysis 

Protein content Water content Pb metal Cd metal 

Frigate tuna head flour 60,56% 17,80% 0,35 mm/kg 0,13 mm/kg 

 

From Table 1, it is compared with the SNI 01-2715-1996 regarding Grade II fish meal with a 

minimum protein content of 55% and a maximum water content of 12%. According to SNI 2729:2013, 

the permissible consumption of heavy metals Cd and Pb in animal feed has a maximum limit of 0.5 

mg/kg for Cd and 0.4 mg/kg for Pb. This complies with the Indonesian National Standard, indicating 

that frigate tuna head flour can be utilized for protein concentrate production. 
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Figure 1. Relationship between Extraction Time and Protein Content 

Based on Fig.1, the graph shows the relationship between extraction time and protein content, 
with protein content ranging from 81.1% to 89.15%. The highest protein content was achieved with the 
methanol-acetone mixture (9:1), reaching 89.15%. This aligns with SNI 3148.3 2009, which specifies a 
minimum protein content of 30% for layer chicken feed ingredients. The high protein content is 
attributed to the prolonged contact time between the material and the solvent, allowing compounds like 
fats and oils to dissolve in the solvent, while a significant amount of protein precipitates in the material. 
According to Heriansyah, the ability of each solvent to dissolve fats and oils is influenced by the polarity 
of the solvent. Solvents with high polarity (high dielectric constant) can dissolve more solutes. 
Methanol, with a dielectric constant of (33), is more effective in binding fat and oil compounds 
compared to acetone, which has a dielectric constant of (21) [16]. 

 
Figure 2. Relationship between Extraction Time and Yield 

Based on Fig.2, the graph depicts the relationship between extraction time and yield, with the 
yield ranging from 16.79% to 23.86%. The highest yield was obtained with the methanol-acetone 
mixture (9:1), reaching 23.86%. A yield value is considered good if it exceeds 10%. The elevated yield 
value is attributed to the prolonged contact time, allowing more material to be extracted in the solvent. 
Methanol, having a higher boiling point (64°C) than acetone (56°C), does not evaporate quickly during 
the extraction process. This enables it to bind more fats and oils in the material compared to acetone. 
Stirring during extraction aims to generate a higher yield since the contact between the material and the 
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solvent occurs more frequently. According to Ningsih (2015), if the material is soaked for too long, 
more components such as fats that dissolve in the solvent will increase. The longer the extraction time, 
the higher the yield value obtained. Methanol, as one of the polar solvents, enhances the yield obtained 
because it can dissolve all organic compounds, contributing to the higher yield value [17]. 

 
Figure 3. Relationship between Extraction Time and Water Content 

Based on Fig.3, the graph shows the relationship between extraction time and water content, 
with the water content ranging from 5.57% to 11.14%. The optimal water content was achieved with the 
methanol-acetone mixture (9:1), which is 5.57%. This aligns with SNI 3148.3 2009, which specifies a 
maximum water content of 14% for layer chicken feed ingredients. The low water content is attributed 
to the prolonged extraction time, resulting in the evaporation of a significant amount of water vapor and 
causing a decrease in the material's water content. According to Manfaati (2019), the water content tends 
to decrease with the duration of the extraction process, This is because the pores in the material open, 
and the air density becomes loose, facilitating the evaporation of water from the material [18]. According 
liur (2020) suggests that water content is a determining factor in the shelf life of food materials. Higher 
water content in feed materials leads to high moisture, promoting bacterial growth and causing the feed 
material to spoil easily [19],[20]. 
 

4.  Conclusion 

Based on the conducted research, it can be concluded that the extraction time and the mixture of solvents 

influence the quality of the protein concentrate product. The best results were obtained with a ratio of 

9:1 and an extraction time of 6 hours, yielding a protein content of 89.15%, water content of 5.57%, and 

yield of 23.86%. The protein concentrate in this research can be used as animal feed to fatten livestock. 

It is hoped that for future research, the heavy metal levels in tuna heads will get a value of 0 so that 

animal feed will be healthier. 
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Abstract. Social media makes it easier for people to get information on the internet by allowing 

them to do more than just consume it. They can also create, comment on, and share content in 

different formats. False information that has permeated society can be readily ingested and used 

as a source of reference. A JavaScript application developed with the MERN stack technology, 

which combines several technologies—MongoDB, ExpressJS, ReactJS, and NodeJS—all 

functioning with one programming language. Data from numerous relevant research sources is 

gathered using qualitative approaches, and the Scrum method is employed to construct the 

application system. In addition to fostering creativity and innovation, this approach can resolve 

challenging and adaptive challenges. There is a maximum duration for every Scrum event. Once 

a sprint has begun, it cannot be stopped or shortened. Another event may be called off if its 

objectives have been fulfilled. The purpose of this study is to develop a website that offers 

pertinent tools and data to social media users in an attempt to stop the spread of hoaxes and fake 

news. The achieved result is that this application provides various quizzes designed to test users' 

knowledge of hoaxes and online scams. 

Keywords: Scrum, Hoax, JavaScript, MERN, Quiz, Social Media 
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1.  Introduction  

False information and fake news are widespread in society, causing much concern and loss. One 

example is the free internet news link from the government [1]. An example of a hoax circulating in 

society, such as free internet, caught the attention of 71.9 percent of respondents [1]. Furthermore, 36.7 

percent of respondents said they would ask their friends or family about the information they received. 

However, there were 32.3% of respondents who did nothing about the information they received at that 

time [1]. Another example is the Indonesian Ministry of Communication and Information Technology 

finding 554 fake news about COVID-19 spreading widely until April 18, 2020 [2]. Another example of 

scams is email scams often promising prizes or attractive offers, leading people to be deceived and lose 

https://doi.org/10.26877/asset.v6i2.18623
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money or sensitive personal data [3] 

Social media allows users not only to consume content but also to participate, create, comment on, 

and disseminate content in various formats, making access to information on the internet easier now [4]. 

Hoaxes that have spread in society in the form of information can be easily consumed and used as 

reference material [5]. The impact on society can form a negative public opinion and create anxiety 

within the community [6] 

The application created utilizes the MERN stack technology, which is a combination of various 

technologies working with one programming language, namely JavaScript [7]. MERN (MongoDB, 

ExpressJS, ReactJS, NodeJS), MongoDB is a document-oriented database, not a relational database. 

The reason for using a NoSQL database is to make it easier to scale in storing data. Document-oriented 

databases replace the concept of "rows" with a more flexible model, namely "documents" [8]. Express 

JS is a framework installed on top of the Node.js web server function to make APIs easier to use and 

add useful new features [9]. ReactJS is a front-end library developed by Facebook and used to support 

web frameworks. One of the advantages of ReactJS is allowing developers to create more interactive, 

stateful, and reusable user interface components. Other advantages include speed, ease, and scalability. 

In the Model View Control (MVC) paradigm, ReactJS is responsible for the view components [10] [11].  

The aim of this research is to create a website that provides resources and relevant information for 

social media users with the aim of reducing the spread of fake news or hoaxes. Through interactive 

quizzes on this website, it is hoped that users can recognize and avoid the motives of hoaxes that can 

harm themselves or others. 

2.  Methods 

2.1.  Type of Research 

Descriptive research is a type of research that aims to explain or describe a phenomenon or event 

in a specific and clear manner [12]. A qualitative approach is used to collect data from various related 

research sources. The process involves visual analysis and literature review to gain a deep understanding 

[13]. Data collection is carried out by conducting literature searches on journals, books, articles, news, 

and previous research related to the issue of hoaxes. The data obtained is then analyzed to serve as a 

source and basis for the preparation of quiz questions. 

2.2.  System Development 

The application system development is carried out using the Scrum method. This 

method can solve complex and adaptive problems and generate creativity and innovation. 

The steps in the system development in the Scrum method include the stages of product 

backlog, sprint planning, sprint and daily scrum, and sprint review [14]. Each Scrum event 

always has a maximum duration. Sprints cannot be extended or shortened once started 

[15]. When the goals of another event have been achieved, another event can be terminated  
 

3.  Results and Discussion 

3.1.  Planning 

In this stage, the main focus is to identify and plan the activities to be carried out within the sprint 

(a limited work period). Task allocation and prioritization of features to be developed are part of this 

process [17]. The application development team conducts planning, assesses user needs, and selects 

which features are the top priorities [18]. Each feature, such as the quiz system with levelling, 

educational articles, and the login and register landing page, will be broken down into smaller parts that 

can be implemented within a specific timeframe.  

3.2.  Analysis 
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In this stage, the writer identifies issues and challenges related to misinformation circulating on 

social media. This is done to gather the necessary data or information to serve as a foundation for 

research.  

 

3.3.  System Design 

NoSQL is short for "Not Only SQL," which means that it doesn't solely use SQL syntax, such as 

MongoDB, which is based on documents. This means that it uses documents and collections instead of 

columns, rows, and tables. Since MongoDB is in JSON document form, data is stored in BSON (Binary 

JSON), which has data types like float, integer, string, date, boolean, etc. Due to this, MongoDB uses 

key-value pairs to store data, so each data has a key-value [19]. Because of its more flexible schema, 

MongoDB can automatically create its table structure when performing an Insert. MongoDB is a NoSQL 

database with larger data storage capacity and cheaper prices [20]. 

In Figure 1, the "user" collection is used to store data such as id, username, email, 

password, and level. This data is utilized when users attempt to log into the application. 

The "question" collection contains data about question id, question type, the question itself, 

answer options, answer key, and image links. This collection is employed to store all quiz 

questions from level one to level five. The "User answer" collection is utilized to store user 

id, question type, level, question id, user's answer, pass/fail status, and user's score. When 

users press the submit button, this data is stored in this collection. The relationship 

between the "user" collection and the "question" collection is marked by the presence of 

user_id and question_id. The "medal" collection is used to store level information, medals, 

and descriptions. The data in this collection provide information required when users 

successfully complete the quiz levels they are working on. 

 

 
Figure 1. Relationship between collections 

 

3.4.  Implementation 

The first step in introducing the application to users is the creation of a landing page. The landing 

page is designed to provide clear information about the application's purpose. This information includes 

a brief explanation of the benefits and utility of the application. To access the quiz, users are required to 

register first and then log in to the application. Additionally, the application presents relevant articles 

providing information and news about hoax-related topics and how to identify them. The 

implementation of MERN can be seen in Figure 2 below 
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Figure 2. Landing page, User registration, User login, and Collection of articles 

 
In this dashboard view, there are medals as visual indicators to provide users with instant 

information about their achievements in an easily understandable form. In Figure 3, there are visual 

differences in indicators in solving quiz questions in the application 

 
Figure 3. Quiz Dashboard Page 

 

In Figure 4, it contains information about the user's progress level in the Digiwise 

application. On this page, users can view the list of levels that have been unlocked, 

showing their achievements in several stages. Additionally, this page also displays the 

levels that have not been unlocked yet.  
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Figure 4. Level Information Page 

 
This application provides various quizzes designed to test users' knowledge of hoaxes and online 

scams. For example, users can take multiple-choice quizzes that test their understanding of hoax 

characteristics and common scam tactics used on online platforms. For sample questions available in 

the application, refer to Figure 5 below 

 

 
Figure 5. Overview of Questions at Each Level 

 

Additionally, there are interactive quizzes that introduce users to real-life case studies 

of hoaxes that have spread on social media or specific websites. These quizzes aim not only 

to test users' knowledge but also to increase their awareness of the various strategies used 

by online fraudsters. 

3.5.  System testing 
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In this stage, the researcher will test the application to ensure its compliance with 

user needs in quiz execution. The goal is to identify bugs and ensure that the desired 

functionality runs smoothly.  

Testing the API using Postman can check the API's response to each request, validate 

the returned data, and evaluate the overall system performance [21]. In this process, 

developers utilize Postman features to send HTTP requests to the API. Through Postman, 

developers can check the API's response. By leveraging Postman as an API testing tool, 

developers can ensure that the quiz answer checking process operates accurately and as 

expected in assessing user responses.  

 

Table 1. System Testing Result 

Test 

Case 

Description Result 

Register Register an account to log in Success 

Login User login to access other 

features in the app 

Success 

Take 

the quiz 

User can take existing quizzes Success 

 
In addition to testing through Postman, user feedback testing is also conducted using the SUS 

method. The System Usability Scale (SUS) method is a way to test the usability of an application. SUS 

was created as a "quick and dirty" usability measurement and is a questionnaire that can be used to 

measure how easily a computer system is used by users [22]. The SUS score interpretation scale can be 

seen in Figure 7. 

 
Figure 7. SUS Score Results Interpretation Scale 

 

 
Figure 8. SUS method test results 

 
Based on figure 8, which contains 12 questions posed to users out of 14 respondents, the average 

score obtained after calculating the SUS method is 60.18. The average score falls into the "Ok" category 
and the "D" grade scale category when considering its alignment with the scores in figure 7. Based on 
the "adjective" value, obtaining an "OK" score implies that the application's impact in reducing the 
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spread of hoaxes has a positive effect. Despite its simplicity with a good user experience, this application 
can attract users to actively engage in the learning and understanding process of hoaxes, making them 
more vigilant and critical of the information they receive. 
 

4.  Conclusion 

The main focus in this stage is identifying and planning activities for a sprint. The development 

team plans, considers user needs, and prioritizes features. Each feature is broken down into smaller 

components for implementation within a specific time frame. During this phase, the writer gathers data 

on misinformation challenges on social media. NoSQL, such as MongoDB, is used for data storage, 

employing key-value pairs and JSON-formatted documents. In the application, the "user" collection 

stores user data, "question" contains quiz questions, and "User answer" stores user submissions. The 

"medal" collection has level data, medals, and descriptions.  

The application introduction begins with a landing page, providing information about the 

application's purpose and benefits. Users must register and log in to access the quiz. Relevant articles 

about hoax-related topics are also presented. The dashboard displays medals as visual indicators of user 

achievements. Figure 5 shows users' progress levels within the Digiwise application. The application 

offers various quizzes to test users' knowledge of hoaxes and online scams. Quiz questions cover hoax 

characteristics and common scam tactics. Interactive quizzes introduce users to real-life case studies of 

hoaxes. 

There are shortcomings in the Digiwise application, which can certainly serve as directions for 

future research by potential improvements for the Digiwise application. This application lacks a feature 

for users to update their password when they forget it. Future research could consider the utilization of 

blockchain technology so that every published information will have a digitally verified cryptographic 

trace. Additionally, further development of the application could involve closer collaboration with 

institutions or organizations specializing in identifying and verifying the authenticity of information. 
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Abstract. PT XYZ is a palm oil derivative processing company that produces biodiesel / FAME 

(Fatty Acid Methyl Ester) products. However, there are several obstacles that still occur during 

the company's production process which causes the acid value (AV) level of FAME products to 

not meet specifications and there are 3% defective products. Therefore, this study aims to 

determine the improvement plan by applying kaizen to the Six Sigma improvement stage and 

reducing outspec products in the FAME production process. The results of the research 

conducted using the six sigma method show that the company has a DPMO value of 71,459 and 

a sigma value of 2.96 which is in the average position of the industry in Indonesia based on the 

results of data processing. While recommendations for improvement by implementing kaizen 

include training machine operators, making standard operating procedures (SOPs) for machine 

inspections on each shift, reducing the amount of strearin added to AV raw materials before pre-

treatment, maintenance and machine calibration.  This step are expected to overcome the main 

problems identified in the study. 

Keywords: Quality, Quality Control, Biodiesel, Six Sigma, DMAIC, Kaizen 
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1.  Introduction  

Biodiesel, which is made from vegetable oils such as palm oil, castor oil, soybean oil, etc., is 

produced through a transesterification process with methanol and ethanol reagents, which is an 

environmentally friendly way to reduce the use of fossil fuels [1]. SNI 7182:2015 is the national standard 

for biodiesel quality in Indonesia. This standard requires an acid value (AV) of 0.4%, a water/moisture 

concentration of 340 ppm, a monoglyceride concentration of 0.525%, a methyl ester concentration of 

96.5%, and a contaminant/impurity concentration of 20 ppm [2]. So, good quality comes from good 

processes, in accordance with predetermined quality standards based on market needs [3]. 

PT. XYZ is a palm oil derivative processing company that produces biodiesel/FAME (Fatty Acid 

Methyl Ester) products. PT. XYZ has FAME quality standards that have been set by the company and 

customers. However, there are several problems that still occur during the company's production 

https://doi.org/10.26877/asset.v6i2.18502
mailto:*vavagresik82@gmail.com
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process, which causes the acid value (AV) levels of FAME products to not comply with specifications 

and there are 3% of products that are defective. Product quality is very important to consider because it 

greatly affects customer satisfaction with the products produced. To face this challenge, manufacturers 

are now required to be able to produce products that meet and even exceed customer expectations [4]. 

Overcoming these problems by analyzing quality control using the kaizen and six sigma methods [5].  

Where the Six Sigma Method is a method that finds the source of problems in production and reduces 

the level of product defects to reduce costs and streamline production time [6]. By going through the 

DMAIC stage approach (Define, Measure, Analyze, Improve and Control) [7]. Then, the kaizen method 

is used to find the right improvement recommendations for each work component so that the 

improvement goals achieved can be sustainable [8]. The Kaizen approach looks at the business from a 

broader perspective. The goal is to improve every aspect of the business, setting process standards, 

increasing efficiency, and constantly looking for ways to reduce waste. It is a system that is always 

focused on improvement, from the entry level to the highest [9]. Kaizen, meaning continuous 

improvement, is one of the important ways to gain an edge in production and is essential in today's 

competitive environment [10]. Kaizen is a principle of continuous improvement represented by the 

Japanese terms KAI and ZEN, which mean "change" and "getting better." [11]. According to [12] four 

tools can be used to implement kaizen, namely: 

1. Kaizen checklist  

Used to find problems and point out opportunities and improvements. 

2. The five-step Kaizen strategy  

The 5-S movement, which is another Japanese word that starts with the letter S, namely Seiri 

(Sorting), Seiton (Organizing), Seiso (Cleaning), Seiketsu (Stabilizing), and Shitsuke 

(Habituation). 

3. Five W and One H:  

Who, What, Where, When, Why, and How are tools that are widely used as management tools 

in a variety of environments.  

environments 

4. Five M's checklist  

In the kaizen approach, there are five main components involved in every process: people, 

machines, materials, techniques, and measurements. Within each process, any improvements 

can be made by reviewing the parts of the production process. 

2.  Methods 

This research uses data such as laboratory testing results and FAME product defect data to reduce 

the value of defective products and provide improvement recommendations for PT. XYZ. DMAIC and 

Kaizen methods are used. Researchers collected data samples from 01 October to 01 November 2023. 

Then this data was processed and analyzed using various DMAIC tools, including X and R maps, 

process capability, and fishbone diagrams[13]. In addition, the kaizen implementation tool M Checklist 

was also used [14]. Then the results are processed using the following stages: 

A. Define (identify the problem) 

At the Definition stage, observations and interviews with the head of production are carried out 

to determine Critical to Quality (CTQ). Which is a quality characteristic of the product produced 

and to determine the specification limit of a product in accordance with customer desires [15]. 

B. Measure (measurement) 

In this step, process capability analysis is carried out by calculating the Defect Per Million 

Opportunities (DPMO) value to get the results of the sigma value calculation [16]. 

C. Analyze (analysis) 

In the analysis stage, a fishbone diagram is used to analyze the causes of the increase in FAME 

Acid Value (AV) levels. To do this, the fishbone diagram is divided into human, material, 

machine and method elements [17]. This analysis stage uses the findings from the interview 

with the production manager to produce the fishbone diagram results. The results of the analysis 
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stage will be used to make recommendations for improvement at the improvement stage.  

D. Improve (repair) 

After identifying the root cause of the quality problem, the fourth step of the Six Sigma approach 

is improvement. The improvement is by implementing kaizen using kaizen method M checklist 

[18] 

E. Control  

The final analysis process of Six Sigma is control, which emphasizes the documentation and 

dissemination of the actions that have been taken [19] 

3.  Results and Discussion 

Data collection 

The following is the data of FAME production defect products on 01 October – 01 November 2023 

Table 1. FAME production defect products on 01 October – 01 November 2023 

No Date 
Production 

(Ton) 

Defect type Acid 

Value (Ton) 

Defect 

products 

(%) 

1 
01 October – 01 

November 2023 
48.000 1.440 3 

Table 1 shows that the total production is 48,000 tons, with defective products of 1,440 tons or about 

3%. 

 

The following are the results of quality measurements of Fatty Acid Methyl Ester (FAME) AV (Acid 

Value) levels carried out in the PT. XYZ laboratory on October 1 to November 1, 2023 used for this 

study. shown in table 2. 

 

Table 2. Test Results for FAME Acid Value (AV) levels 

 

Date Acid Value (AV) levels 

01-Okt-23 0,129 0,191 0,187 

02-Okt-23 0,217 0,196 0,125 

03-Okt-23 0,178 0,155 0,151 

04-Okt-23 0,199 0,106 0,204 

05-Okt-23 0,222 0,188 0,135 

06-Okt-23 0,143 0,161 0,130 

07-Okt-23 0,201 0,210 0,231 

08-Okt-23 0,198 0,259 0,210 

09-Okt-23 0,177 0,213 0,189 

10-Okt-23 0,180 0,143 0,124 

11-Okt-23 0,164 0,222 0,207 

12-Okt-23 0,200 0,165 0,156 

13-Okt-23 0,142 0,152 0,163 

14-Okt-23 0,280 0,258 0,242 

15-Okt-23 0,210 0,143 0,160 

16-Okt-23 0,132 0,123 0,142 

17-Okt-23 0,211 0,221 0,190 

18-Okt-23 0,132 0,146 0,190 

19-Okt-23 0,178 0,193 0,278 

20-Okt-23 0,267 0,221 0,175 

21-Okt-23 0,259 0,211 0,193 

22-Okt-23 0,293 0,268 0,220 

23-Okt-23 0,190 0,156 0,172 

24-Okt-23 0,190 0,134 0,145 

25-Okt-23 0,170 0,145 0,153 

26-Okt-23 0,123 0,134 0,164 

27-Okt-23 0,135 0,152 0,190 

28-Okt-23 0,298 0,279 0,200 

29-Okt-23 0,135 0,123 0,150 

30-Okt-23 0,150 0,142 0,167 

31-Okt-23 0,153 0,153 0,124 

01-Nov-23 0,163 0,191 0,145 

 

Table 2 shows the results of the FAME Acid Value (AV) test conducted by the laboratory of PT 

XYZ. 
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Data processing 

A. Define stages 

At this stage, the first step taken is to determine the project to be implemented based on a 

predetermined priority scale. After that, the next step is to establish an action plan. After that 

determine Critical to Quality (CTQ). In this research, the factor or driver that consumers want is 

the level of AV (Acid Value) which produces product quality standards in the table 3. 
 

Table 3. CTQ (Critical To Quality) FAME Products 

CTQ 

(Critical to 

Quality) 

Type of 

Content 

Specification Description 

CTQ -1 Acid 

Value 

(AV) 

 

AV <0,25% One of the main factors influencing FAME quality is acid 

content. High acid levels can cause the resulting biodiesel 

to become corrosive or damage fuel injectors, damage 

fuel pumps and diesel engines. 

Table 3 shows that the company set a CTQ for the Acid Value (AV) level of FAME products at 

<0.25%. 

B. Measure Stages 

At this stage, the Defect Per Million Opportunities (DPMO) value is calculated to obtain the 

sigma value calculation results. At PT. XYZ, this research will evaluate the performance of the 

Fatty Acid Methyl Ester (FAME) production process using Maps �̅� and R, then value the process 

capability for each quality characteristic or Critical to Quality (CTQ). 

1. Maps �̅� and R 

Maps �̅�  and R control charts are used to illustrate the differences that occur in the 

production process [20]. Next, data processing is carried out using Minitab to calculate the 

CL center limit, UCL lower limit, and LCL lower limit values which are displayed in the 

graph. The following image 1 shows a maps of �̅� and R Acid Concentration (AV)/Amount 

of Acid. 

 
Figure 1. Map of  �̅� and R AV levels 

As shown in Figure 1. On the �̅� map, the CL value is 0.181, the UCL value is 0.235, and the LCL 

value is 0.127, data numbers 14, 22, and 28 on the  �̅� map are (outside the control limits). while on the 

R map, the CL value is 0.052, the UCL value is 0.135, and the LCL value is 0. Thus, all data on the R 

map are within (inside the control limits). 
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2. Processability Acid Content Value (AV) 

To improve process quality, the process capability index is used to measure the performance 

relationship between the actual process and the expected specification limits.. 

 

 
Figure 2. Process Capability AV Level 

As shown in Figure 2. The results show Cp of 0,60, CPL of 0,90, CPU of 0.29, and Cpk of 

0.29. Since this study is a short-term study, the goal is to find out the actual capability of the production 

process based on the quality of the products produced. If the Cpk value is <1, then the production process 

may fail to produce products that do not conform to specifications [1]. 

3. Sigma Value Measurement 

a. DPMO value 

 

C. Analyze stages 

  Analysis of causal factors affecting low FAME quality levels using fishbone diagram. The 

following fishbone diagram shows the variation of acid content value (AV). 

b. Total DPMO 

= PPM Overall + PPM Within                                                                              (1) 

= 59.239 + 12.220 

= 71.459 

The DPMO value is 71.459, and when converted to the Sigma Table, the sigma value is 

2,96.  The company is at the industry average position in Indonesia with this sigma value. 

- Part Per Million Defect (PPM) Overall Performance 



  

02402020-06 

 

 

Figure 3. Fishbone Diagram of AV Levels 

Based on Figure 3. The varying AV levels are caused by 4 (four) factors. The following is an 

explanation of the fishbone diagram of Acid Value (AV) levels : 

Table 4. Explanation of AV Levels Fishbone Diagram 

Category Problems Description 

Man Operators who 

are not careful in 

maintaining pH 

in the separator 

process 

pH is one of the processes that can cause high AV levels in 

FAME. pH that is not in accordance with procedures can occur 

because the operator does not monitor properly. 

 Operator 

negligence in  

Performing pH 

calibration 

Due to fatigue, the operator fails to calibrate the pH meter. can 

cause the pH meter value does not match the pH of the field. 

Method SOP procedures 

that have not 

been 

implemented 

The absence of standard operating procedures (SOPs) led to 

incomplete machine inspections, which resulted in some 

elements not being evaluated. 

 Targeted 

production  

excess 

One of the factors affecting the quality of FAME produced is 

excessive production targets. Excessive production targets 

cause the production process to be accelerated than usual, 

resulting in a decrease in FAME quality. 

Material Inappropriate 

quality of raw 

materials 

The main factor affecting the quality of the FAME produced 

is the raw material. mixing RBDPO with Stearin this causes 

the AV value of the raw material to not match. 

Machine Engine overheat Engine overheat occurs when the engine is used continuously. 

This reduces the performance of the engine significantly and 

may even cause the engine to become unusable. 

 pH meter is not 

working 

optimally 

The pH meter is not working properly because there is no pH 

inspection or calibration. 

 

Table 4 shows the explanation of the fishbone diagram of AV levels caused by four defect-causing 

factors: man, machine, material, and method. 

 



  

02402020-07 

 

D. Improve Stages 

At the improvement stage, the kaizen implementation tool used is the Five-M Checklist 

 

Table 5. Five M checklists 

 

Factor Problems Description 

Man - Operators who are not 

careful in maintaining 

pH in the separator 

process 

- Operator negligence in 

Performing pH 

calibration 

- Strictly and gradually supervise the separator 

process  

- Provide training to separator machine operators 

on machine mechanisms and process 

procedures 

- Appoint an operator to be responsible for 

calibration in each shift 

Method - SOP procedures that 

have not been 

implemented 

- Targeted production 

excess 

- Thorough machine inspections and regular 

scheduling of each shift 

 

- Reducing the production target so that the 

FAME production produced is in accordance 

with specifications 

Material - Inappropriate quality of 

raw materials 

- Reduce the amount of strearin mixed so that the 

AV before the pre-treatment process meets the 

standard. 

Machine - Engine overheat 

- pH meter is not working 

optimally 

- Perform routine maintenance of separator 

machines  

- Perform pH meter calibration every shift 

Table 5 above shows suggestions that can help reduce production failures in FAME products by 

applying the Kaizen method 

E. Control Stage 

This control stage emphasizes the documentation and dissemination of actions that have been 

proposed for the improvement process : 

a. Provide training to separator machine operators on machine mechanisms and process 

procedures 

b. Making SOPs regarding routine machine inspections on each shift and Reducing the 

production target so that the FAME production produced is in accordance with 

specifications 

c. Reduce the amount of strearin mixed in the raw materials so that the AV before the pre-

treatment process meets the standard. 

d. Perform routine maintenance of the separator machine and calibrate the pH meter every 

shift. 

In addition, the company should have a strong internal audit team to ensure continuous 

improvement and up-to-date update documents for long-term success. 

4.  Conclusion 

According to the above research, there are several factors that affect the quality of FAME products 

that do not meet specifications, such as human resource management, raw material handling, and 

production machine maintenance, which cause acid levels to increase during the production process. 

Based on data analysis and processing using the six sigma method, the company has a DPMO value of 

71.459 and a sigma value of 2.96, which indicates that the company is in the average position of the 
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industry in Indonesia. Furthermore, suggestions for improvement are based on kaizen implementation 

tools : include training machine operators, making standard operating procedures (SOPs) for machine 

inspections on each shift, reducing the amount of strearin added to AV raw materials before pre-

treatment, maintenance and machine calibration. However, for validation and deeper understanding, 

further research is needed with a wider dataset and longer research period. 
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Abstract. PT. BIJ is an analytical laboratory services company, therefore PT. BIJ needs a good 

warehouse to be able to accommodate the samples it has PT. BIJ experienced problems with 

sample storage. Therefore, it is necessary to improve the sample storage system to make it easier 

to find samples to be analyzed. Using the Dedicated Storege and Class Base Storage methods 

will help provide grouping for each type of sample and place the samples in the right place so 

that the sample travel distance is shorter. The results of the research carried out can be obtained 

that the initial travel distance is 262.98 meters, while the proposed dedicated storage distance is 

163.19 meters and the proposed basic class storage distance is 149.95 meters, so there is the 

largest percentage difference of 42.89%. So it can be concluded that using the class base storage 

method is better than the dedicated storage method. 

Keywords: Warehouse Optimization, Dedicated Storage , Class Base Storage 
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1.  Introduction  

In the current era of development, more and more industries are developing in Indonesia, so 

they require support or encouragement from disciplined management to be able to compete in the 

industrial world. Where many factors become a reference in a business, one of which is an effective 

and efficient warehouse layout [1]. A warehouse is a temporary storage place for raw materials, 

process materials and finished materials [2]. If you just organize it without designing a good 

warehouse layout, you will experience difficulties in the operational process of an industry [3]. at 

PT. BIJ experienced problems with sample storage where samples were only placed in empty places. 

Therefore, it is necessary to improve the sample storage system to make it easier to find samples for 

analysis.  

For this reason, it is necessary to arrange storage locations in the warehouse so that the 

warehouse becomes an effective and efficient storage place. The dedicated storage and class base 

storage methods will help organize products by placing a product in a good and correct storage 

location[4]. This placement is based on a comparison of the activities of each product with the space 

requirements required by that product, then the product order is obtained from largest to smallest. 

The aim of this method is to improve the layout of the finished product warehouse which makes it 

https://doi.org/10.26877/asset.v6i2.18727
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easier to store, arrange and retrieve finished goods in the warehouse[5]. Dedicated storage or what is 

also known as a fixed storage location (fixed slot storage), uses a specific location or storage area for 

each item being stored. This is because a storage location is assigned to a specific product [6]. Class-

based Storage Method This storage location rule is between the dedicated storage and randomized 

storage rules. Class-based storage is based on Pareto's law by taking into account the level of storage 

activity [7]. 

PT. BIJ is a company that works in the service sector, some jobs in the company will get a 

sample of the results of the work that has been done, therefore the company needs a room or storage 

warehouse to store the samples obtained from the work that has been done[8]. PT. BIJ stores samples 

in the warehouse for a predetermined time, therefore it requires a storage place for these samples. 

This company has 4 types of samples, namely Container Samples, Local Samples, Export Samples 

and Import Samples. In the storage warehouse, a layout that suits the needs of the samples in the 

warehouse has not been implemented so that storage is not optimal. The samples in the warehouse 

looked messy, there were several samples that were mixed together in inappropriate places and it 

was difficult to find the samples when taking them.  

Given these conditions, companies need appropriate sample inventory management[9]. The 

method used to help Dedicated Storage and Class Base Storage. Dedicated Storage is a method that 

is often referred to as specific and permanent storage because the location for each item has been 

determined[10]. Meanwhile, Class Base Storage Class Based Storage is a method of storing goods 

by dividing items into classes based on the similarity of certain criteria such as type of material, type 

of movement, percentage of items and others[11]. The number of storage locations for a product 

must be able to meet the maximum storage space requirements for the product. The storage space 

required is the cumulative of the maximum storage requirements for each type of sample if more 

than one type of sample is to be stored[12]. 

2.  Methods 

Data collection is based on research, namely measurements, direct observation and also based 

on interviews with workers who work at PT BIJ. The data required for this research relates to the 

size of the storage warehouse, type of goods (sample), item data (sample), storage shelf capacity and 

material handling equipment used [13]. By using 2 methods, namely dedicated storage and class base 

storage to increase mileage in the PT BIJ sample warehouse. This method was chosen because it is 

a suitable method for use in PT BIJ sample storage warehouse and is able to group samples according 

to the type of sample so that it can make finding samples easier. 

2.1 Throughput  

Throughput is a dynamic measurement of activity or storage, which indicates the flow 

in storage. The term throuhput is used as a measure of the amount of storage and 

retrieval activity that occurs per time period[14]. 

 

2.2 Space Requirement  

Space Requirement is the space requirement or space of each item to be stored in the 

warehouse, with the Space Requirement will facilitate the division of places and tell 

how many storage sample racks are needed to store goods[15]. 

 

 

2.3 Comparison between Throughput and Space requirements  

Purposed is to divide the products or goods stored into several parts, namely high, 

low and medium activity. With this division, it will be easier to plan the layout in the 

Sj = 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑎𝑚𝑝𝑙𝑒 𝑖𝑛 𝑥 𝐿𝑜𝑛𝑔 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 𝑡𝑖𝑚𝑒

𝑆𝑎𝑚𝑝𝑙𝑒 𝑅𝑎𝑐𝑘 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦
  

Tj = 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑎𝑚𝑝𝑙𝑒 𝑖𝑛

𝐹𝑟𝑒𝑖𝑔ℎ𝑡 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 
  +  

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑎𝑚𝑝𝑙𝑒 𝑜𝑢𝑡

𝐹𝑟𝑒𝑖𝑔ℎ𝑡 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 
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warehouse based on a comparison of throughput and space requirements, besides 

that it will make it easier to group goods according to specifications[16]. 

 

2.4 Class Formation 

Class formation is carried out based on throughput which shows the frequency of 

items in the warehouse in order to obtain a position to place samples using the class 

base storage method. Classes are formed using the Pareto approach by calculating 

the percentage of interest[17]. 

 

2.5 Travel Distance Calculation Results and Comparison Results Method 

is the final calculation which calculates the results of the existing mileage and 

calculates the results of comparing the distance traveled by the two methods used. 

[18] 

Travel Distance =
𝑇

𝑠
 𝑋  𝑆𝑗  𝑋  𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 

 

Comparison Results Method =  
Original Layout − Proposed Layout

Original Layout
 

 

3.  Results and Discussion 

Data collection 

Data collection The data collection process was carried out by means of interviews and direct 

observation, the following data was obtained: 

Table 1 Sample Date And Storage Shelf Capacity 

Data Perusahaan 

No 
Name Average 

Incoming Sample 

Time 

Save 

Total Sample 

At warehouse 

Capacity 

  Sample Rack 

1 Container Sample 1120 Sample 3 Bulan 3360 Sample 16800 

2 Local Sample 9182 Sample 3 Bulan 27546 Sample 16800 

3 Import Sample 1216 Sample 6 Bulan 7296 Sample 16800 

4 Export Sample 4288 Sample 6 Bulan 25728 Sample 16800 

The data above is data obtained from the company which can be known from this data. The 

number of samples in PT BIJ's storage warehouse is very large, therefore improvements are needed in 

the sample storage warehouse. By using dedicated storage and class base storage methods, we are able 

to perfect the existing storage system at PT BIJ. which by using this method the samples in the 

warehouse will be grouped according to the existing types and will make it easier for employees to 

find samples to be analyzed. 

Data processing 

Throughput Calculation 

Based on the results of calculating samples entering and leaving PT BIJ's finished goods warehouse, it 

shows that the throughput is 84.23 times. This means that the total transfer trip activities for storage 

and retrieval that occurred within a month's time period was 84.23 times. 

Table 2 Calculation Througput 

Calculation Througput 

T/s = 
Throughput 

 Space Requirement
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No Name Average 
Incoming Sample 

Average 
Samples out 

Througput 

1 Container Sample 1120 1400 6,72 

2 Local Sample 9182 8811 47,98 

3 Import Sample 1216 1792 8,02 

4 Export Sample 4288 3776 21,50 

Total Througput 84,23 

 

Calculation of Space Requirements 

The sample warehouse has an area of 35 M2 with a length of 7 M and a width 5 M which will be 

divided into 6 storage shelf slots. The calculation of space requirements on the storage shelf for each 

sample is carried out by rounding up to ensure that no samples lack storage space. 

 

Table 3 Calculation of Space Requirements 

Comparison between Throughput and Space requirements 

After getting the results of calculating the frequency of receipts and expenditures 

(throughput) and slot requirements (Space Requirement), a calculation will be carried out for 

the ratio Tj and Sj. The sample with the largest T/S ratio value will be placed in the slot with 

the smallest distance, the product with the second largest T/S ratio value will be placed in the 

slot with the second smallest distance, and so on. Technically, this placement method aims to 

reduce the operator's travel distance from the I/O point to the storage rack. 

 

Table 4 Comparative Calculations Tj And Sj 

Comparison between Throughput and Space 

requirements 

No Name Sj Througput Results 

1 Container Sample 1 6,72 6,72 

2 Local Sample 2 47,98 23,99 

3 Import Sample 1 8,02 8,02 

4 Export Sample 2 21,50 10,75 

 

Formation of Classes Based on Class Storage Methods 
 

 

 

Calculation of Space Requirements 

No 
Name 

Average 
Incoming Sample 

Space 
Requirement  

Teoritis 

Space Requirement  
Sj 

1 Container Sample 1120 0,2 1 

2 Local Sample 9182 1,64 2 

3 Import Sample 1216 0,43 1 

4 Export Sample 4288 1,53 2 
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Table 5 Formation of Classes Based on Class Storage Methods 

Formation of Classes Based on Class Storage Methods 

No Sample Type Througput 
Percentage 

Througput 

Amount 

Sample 

Percentage 

Sample 
Code 

1 Local Sample 47,98 57% 9182 58% A 

2 Export Sample 21,50 26% 4288 27% B 

3 Import Sample 8,02 10% 1216 8% C 

4 Container Sample 6,72 8% 1120 7% D 

Travel distance calculation 

The table below shows the distance between the exit door and the sample storage shelf which is 

calculated directly when in the sample storage warehouse. And the proposed storage rack spacing 

table, taking into account the comparison results of throughput and storage, results are obtained as in 

the table.  

Table 5 Original Mileage 

Original Mileage 

No Name  T/s Sj Distance Mileage 

1 Container Sample  6,72 1 1 Meter 6,72 

2 Local Sample 23,99 2 4 Meter 177,53 

3 Import Sample  8,02 1 4 Meter 38,10 

4 Export Sample  10,75 2 1,5 Meter 45,16 

Total Mileages 267,51 

 

Table 6 Proposed Mileage of Dedicated Storage 

 

 

 

 
 

 

 

Table 7 Proposed Mileage of Class base Storage 

Proposed Base Class Storage Mileage 

No Name  T/s Sj Distance Mileage 

1 Container Sample  6,72 1 4 Meter 26,88 

2 Local Sample 23,99 2 1 Meter 47,98 

3 Import Sample  8,02 1 4 Meter 32,09 

4 Export Sample  10,75 2 2 Meter 43,01 

Total Mileages 149,95 

Proposed  Dedicated Storage Mileage 

No Name  T/s Sj Distance Mileage 

1 Container Sample  6,72 1 4 Meter 26,88 

2 Local Sample 23,99 2 1,5 Meter 71,97 

3 Import Sample  8,02 1 4 Meter 32,09 

4 Export Sample  10,75 2 1,5 Meter 32,26 

Total Mileages 156,10 
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From the results of the comparison table above, it can be concluded that the two methods are 
able to provide closer distance changes and can shorten the activity time that occurs in the 
warehouse and save energy expended. Using this method can make it easier for employees to find 
and place similar samples on designated storage shelves. 

 

  
Figure 1. Original And Proposed Warehouse Floor Plan Images 

Information : 

 

Figure 2 Method Calculation Results 
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Table 8 Method Calculation Results 

 

 

 

 

 

 

 

4.  Conclusion 

In the research that has been completed, several results have been achieved, namely the initial total 

distance traveled was 262.98 meters. The distance traveled by the proposed Dedicated Storage method 

is 163.19 meters. The distance traveled by the proposed Class Base Storage method is 149.95 meters so 

there is a decrease of 37.95% for the Dedicated Storage method and 42.98% for the Class Base Storage 

method so that the comparison between the two methods is has the best improvement is the Class Base 

Storage method.  

The suggestion given is that by using the class base storage method, PT BIJ's sample storage 

warehouse is able to shorten the sampling distance in the warehouse and also group samples according 

to their respective types and make it easier to find certain types of samples to be taken for analysis. 
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Abstract. The boti monkey, also known by its scientific name Macaca tonkeana, is a type of 

endemic primate found on Sulawesi Island. This study aims to determine the suitability of 

Macaca tonkeana habitat by using spatial analysis methods to determine the most suitable areas 

for survival. The study used a sample of locations conducted by observation method. The data 

collected was then spatially analysed by overlaying, classing, weighting, and scoring. PCA 

analysis was used to classify variables and assign weights to each parameter. Based on the habitat 

suitability model developed, the study sites were classified into three suitability levels: low, 

medium and high. Low suitability with an area of 9.475621 ha (0.374%). Medium suitability 

with an area of 461.777729 ha (18.184 %). High suitability with an area of 2065.896076 ha 

(81.442%). The model validation showed that most of the validation points were located within 

the high suitability class, with 92.59% of the total validation points. This indicates that the study 

site is likely to be a highly suitable habitat for Boti Monkeys. 

Keywords: Habitat Suitability, Macaca Tonkeana, SIG, Spatial Analysis 
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1.  Introduction  

Central Sulawesi is among the provinces in Indonesia in the center of Wallacea, a region with a unique 

wealth of biological natural resources, which includes abundant endemic flora and fauna [1]. Flora 

consists of all types of plants that can be found in Central Sulawesi Province, while fauna refers to the 

various types of animals that exist in the region [2]. 

Central Sulawesi, precisely in Parigi Moutong Regency, has a nature reserve, namely the Pangi 

Binangga Nature Reserve, where there is flora and fauna [3]. According to Law Number 5 of 1990 

concerning the Conservation of Biological Natural Resources and Ecosystems, Nature Reserves (CA) 

are protected natural areas because they have unique plants, animals, and ecosystems or specific 

ecosystems that require natural protection. The determination of CA Pangi Binangga is based on the 

Decree of the Minister of Forestry and Plantation Number 399/Kpts-2/1998 with an area of more than 

6,000 hectares, administratively located in Parigi Moutong district, Central Sulawesi Province. 

Macaca tonkeana is one of seven endemic monkey species that can be found in the central region of 

Sulawesi [4]. One of them is along the Trans Palu-Parigi road, which is located in the Pangi Binangga 

Protected Forest and Nature Reserve. This area is the natural habitat (home range) of Macaca tonkeana. 

https://doi.org/10.26877/asset.v6i2.18798
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The boti monkey, also known by its scientific name Macaca tonkeana, is a type of endemic primate 

found on Sulawesi Island [5]. The Boti Monkey (Macaca Tonkeana) in West Toboli Village is a 

protected animal, but currently, its existence is threatened, so there is a need for data regarding the 

suitability of the black monkey's (Macaca Tonkeana) habitat. One of the main reasons why the existence 

of the boy monkey (Macaca tonkeana) is threatened is the destruction of its habitat due to human 

activities in forest exploitation, natural disasters, and lack of food availability [6].  

Spatial research combines GIS, satellite imagery, and aerial photos to evaluate habitat factors for 

Macaca tonkeana conservation, aiming to understand parameter impacts and develop a habitat suitability 

model for West Toboli Village's Pangi Binangga Nature Reserve. [7]. This research aims to identify 

optimal areas for the black monkey's survival, recognizing the significance of distribution data and 

spatial analyses for conservation efforts.[6].  

2.  Methods 

2.1  Research Location and Time 

This research was carried out in the Pangi Binangga Nature Reserve area, West Toboli Village, 

Parigi Moutong Regency, Central Sulawesi. This research was carried out from September to November 

2023. 

2.2. Data Collection and Analyses 

The research was conducted by observing and sampling locations, collecting precise coordinates 

of monkey nests using GPS. The collected data was then analysed using spatial analysis techniques such 

as overlay, class division, weighting, and scoring, which are essential for identifying spatial models and 

relationships between variables [8]. Data were collected using a purposive method, by searching for 

nests and signs of boti monkeys, selected based on information from local communities and conservation 

officers. Nest sites were selected by considering the nightly nesting habits of boti monkeys. Sites were 

also selected with respect to distance from roads. Boti monkey nests and tracks were identified and their 

coordinates recorded using GPS. 

The stages for spatial analysis of habitat suitability are as follows: 

1. Collect data based on each function to create a distribution map of boti monkeys. The types of data 

required include coordinate points (GPS points) and Landsat 8 images. 

2. Spatial Distribution Mapping. Analysis of the spatial distribution of boti monkeys was carried out by 

utilizing all coordinate points obtained based on their location [9] 

3. Habitat suitability parameters include distance from settlements, roads, rivers, slope, height, and 

NDVI for land cover.[10] 

4. Distance Maps are created based on predetermined variables, then buffering the parameters used via 

ArcGIS 10.8 [11]. 

5. Making vegetation density maps. Normalized Difference Vegetation Index (NDVI) is used to 

determine vegetation density[12]. 

6. The use of PCA analysis aims to identify the factors that have the most significant impact [13]. The 

PCA analysis was carried out using XLSTAT software. The PCA results are used to determine the 

weight of each habitat factor and for spatial analysis to produce the following equation ; 

𝑌 =  𝑎𝐹𝐾1 + 𝑏𝐹𝑘2 + 𝑐𝐹𝑘3 + 𝑑𝐹𝑘4 + 𝑒𝐹𝑘5 + 𝑓𝐹𝑘6 + 𝑔𝐹𝑘7         (1) 

Information: 

Y : Total Habitat Suitability Value   a-f: Weight Value of Each Variable   

Fk1: Distance Factor From River              Fk2: Distance Factor From Road         

Fk3: Distance Factor from Settlements     Fk4: NDVI Factor                                

Fk5 : Slope Factor                                     Fk6: location Height Factor 

7. In spatial analysis, important factors include the location of macaca tonkeana distribution points, 

which are considered in terms of distance from rivers, road networks, and settlements, as well as 

NDVI values [14]. 

The Mathematical Model used is: 

• The interval value of the habitat suitability classification score is determined based on the 

distribution of pixel values:  
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𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 =  
𝑆𝑚𝑎𝑥−𝑆𝑚𝑖𝑛

𝐾
  (2) 

Information: 

Smax : Highest Pixel Value     Smin : Lowest Pixel Value 

K : There are many classifications of habitat suitability 

• Validation value of habitat suitability classification: 

𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 =  (𝑛 –  𝑁) 100 % (3) 

3.  Results and Discussion 

Spatial habitat suitability modeling is essential in understanding and protecting sustainability. In 

creating a spatial model of forest suitability, several data are needed, including habitat suitability 

parameters, PCA data analysis, and spatial data analysis. 

3.1.  Habitat Suitability Parameters 

Six parameters - settlement, roads, rivers, elevation, slope, and NDVI - are analyzed to form a habitat 

suitability model for boti monkeys.. 

3.1.1 Distribution of Nests Based on Distance from the River 

The results of the nest distribution buffer parameters (n) and area size based on distance from the 

river are presented in Table 1. 

 

Table 1. Nest distribution (n) and area area based on distance class from the river 

Class N Nest (%) Area (ha) Area Percentage (%) Nest Density/ha 

0 - 2000 54 100% 2527,673402 100% 699,63 

Total 54 100% 2527,673402 100%  

Table 1 displays nest distribution and area relative to river distance. Within 0-2000 meters, 54 nests 

cover 2527.673402 hectares, with a nest density of 699.63 per hectare. 

3.1.2 Distribution of Nests Based on Distance from Settlements 

  Settlement is a factor that influences the habitat of boti monkeys. The results of the nest distribution 

buffer parameters (n) and area size based on distance from the river are presented in Table 2. 

 

Table 2. Nest distribution (n) and area based on distance class from settlement 

Class N Nest (%) Area (ha) Area Percentage (%) Nest Density/ha 

0 – 1000 0 0% 331,347126 13% 0 

1000 – 3000 14 26% 700,669164 28% 1998,31 

3000 – 5000 40 74% 815,129139 32% 4906,75 

5000 – 7000 0 0% 671,091259 27% 0 

> 8000 0 0% 9,436714 0% 0 

Total 54 100% 2527,673402 100% 

 

Table 2 presents nest distribution and area by distance from the reference point to the settlement. 

Majority of nests were within 1000-5000 meters, with densest concentration (4906.75/ha) at 3000-5000 

meters, suggesting optimal habitat for boti monkeys. 

3.1.3 Nest distribution based on distance from the road 

The results of the nest distribution buffer parameters (n) and area size based on distance from the road 

are presented in Table 3. 

 

Table 3. Nest distribution (n) and area based on distance class from road 

Class N Nest (%) Area (ha) Area Percentage (%) Nest Density/ha 

0 – 1000 54 100% 1703,72846 67% 2297,05 
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1000 – 3000 0 0% 815,535556 32% 0 

3000 – 5000 0 0% 8,409386 0% 0 

Total 54 100% 2527,673402 100%  

Table 3 shows nest distribution and area by road distance. In the 0-1000 meter class, 54 nests cover 

1703.72846 hectares with a nest density of 2297.05 nests/ha. Subsequent classes have zero nests. 

3.1.4 Distribution of Boti Monkey Nests Based on NDVI 

Vegetation density is a factor that influences the habitat of boti monkeys. The results of nest 

distribution (n) and area size based on NDVI are presented in Table 4. 

 

Table 4. Nest distribution (n) and area based on NDVI 

Class N Nest (%) Area (ha) Area Percentage (%) Nest Density/ha 

0-0,3 3 6% 348,693824 14% 0,86 

0,3-0,4 10 19% 884,071802 35% 1,13 

0,4-0,5 37 69% 1098,10306 43% 3,37 

>0,5 4 7% 196,804716 8% 2,03 

Total 54 100% 2527,673402 100% 
 

Table 4 illustrates nest distribution by NDVI, reflecting boti monkey habitat. Classes range from 0 

to >0.5, correlating with vegetation. Class 0.4-0.5 harbored most nests (69%), covering 43% of the area. 

Higher NDVI classes, though fewer nests, maintained high nest density, emphasizing NDVI's 

significance in nest distribution. 

3.1.5 Nest Distribution Based on Height 

Height is a factor that influences the habitat of boti monkeys. The results of nest distribution (n) and 

area size based on height are presented in Table 5. 

 

Table 5. Nest distribution (n) and area based on height 

Class N Nest (%) Area (ha) Area Percentage (%) Nest Density/ha 

0-300 4 7% 792,811956 31% 5,05 

300-400 1 2% 282,42392 11% 3,54 

400-500 5 9% 308,288903 12% 16,16 

500-750 42 78% 692,47269 27% 60,65 

>750 2 4% 451,675933 18% 4,43 

Total 54 100%   2527,673402 100% 

 

Table 5 displays nest distribution across five altitude classes, from 0-300 meters to over 750 meters. 

Most nests (78%) were found at 500-750 meters, suggesting altitude's importance in boti monkey nest 

distribution. 

3.1.6  Nest Distribution Based on Slope 

The slope is a factor that influences the habitat of boti monkeys. The results of nest distribution (n) 

and area size based on slope are presented in Table 6. 

 

Table 6. Nest distribution (n) and area area based on slope 

Class n Nest (%) Area (ha) Area Percentage (%) Nest Density/ha 

0-8 23 43 0,004756 0 4831679,01 

8-15 13 24 799,075532 32 1625,78 

15-25 16 30 806,72522 32 1984,59 
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25-40 0 0 738,191813 29 0 

>40 2 4 161,047063 6 1242,33 

Jumlah 54 100 2505,044384 100  

Table 6 depicts orangutan nest density by slope class. The 0-8 degree class exhibits the highest 

density (23 nests, 43%) in a small area (0.004756 ha). Slopes of 0-25 degrees contain most nests, 

emphasizing slope's role in nest distribution. 

  
Figure 1. (a). map of macaca tonkeana nest distribution distance from rivers (b). map of macaca 

tonkeana nest distribution NDVI (c). map of macaca tonkeana nest distribution distance from roads 

(d). map of macaca tonkeana nest distribution distance from settlements. 

 

3.2 Habitat Suitability Model Data Analysis Using PCA 

  PCA identifies relationships between variables to create new independent variables. Previous studies 

[15] have indicated that PCA can be used to assign scores or weights to variables in predicting the habitat 

of a species. Therefore, in this study, PCA was utilized to classify variables and determine scores or 

weights for each group of variables or factors (PC) generated. Meanwhile, to ascertain the weights of 

each tested variable, regression analysis was conducted using the factor scores of each PC against all 

variables that formed it. PCA analysis and regression analysis were performed using the XLSTAT 

software. 

From the results of the PCA analysis involving 6 principal components, 3 principal components were 

found to be significant in the total variation, which are described in Table 7. The usable and 

representative principal component is the third principal component with a cumulative diversity value 

of 76.1%. The cumulative diversity value is considered to represent the total diversity of the data, 

because the cumulative diversity lies between 70%-80%. 

 

Table 7. Total Diversity of Principal Components 

Main component 
Characteristic Roots 

Total Diversity (%) Cumulative diversity (%) 

River 3,908 78,158 78,158 

(a) (b) 

(c) (d) 
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Settlement 4,415 88,309 88,309 

Road 4,415 88,309 88,309 

NDVI 4,419 88,376 88,376 

Height 3,696 73,92 73,92 

Slope 3,328 66,567 66,567 

Data from Table 8 analysis is utilized to establish weights for each parameter, showcasing the 

relationship between the six influencing parameters for boti monkey habitat suitability. 

 

Table 8. PCA Habitat Characteristic Vector 

Parameter 
Main component 

1 2 3 

River 5,752 5,752 5,756 

Settlement 6,499 6,499 6,504 

Road 6,499 6,499 6,504 

NDVI 6,504 6,504 6,509 

Height 5,440 5,440 5,444 

Slope 4,899 4,899 4,902 

The weights of each variable to obtain the habitat suitability model for orangutans are obtained from 

the PCA feature vector values of each variable with the highest positive values towards the principal 

component produced. The results above indicate that variables such as river, road, settlement, NDVI, 

elevation, and slope have a high positive relationship with the third principal component. Thus, the 

magnitude of the weights of each variable is presented in the table below. 

Hasil dari Tabel 8  menunjukkan bahwa setiap variabel dikategorikan dalam komponen utama. 

Sehingga Keenam parameter tersebut termasuk ke dalam kelompok komponen tiga, sehingga 

pembobotannya disesuaikan. Nilai koefisien untuk sungai, pemukiman, jalan, NDVI, ketinggian, dan 

kemiringan lereng masing-masing adalah 5,756, 6,504, 6,504, 6,509, 5,444, dan 4,902. 

Information regarding the scores used in the habitat suitability analysis, where each parameter is 

given a score ranging from 1 to 5 to determine habitat suitability, has a different range of scores. Where 

Score 1 represents the worst condition for Macaca tonkeana, Score 2 represents poor condition, Score 3 

represents fair condition, Score 4 represents good condition, and Score 5 represents the best condition 

for Macaca tonkeana. Settlement parameters have scores that vary from 1 to 5, with higher scores 

indicating better habitat conditions. In contrast, scores for parameters such as roads, rivers, slopes, 

elevation and NDVI also range from 1 to 5, but the variability depends on the specific category or range 

of values. Determining these values is critical to understanding the level of habitat suitability and 

provides the basis for appropriate conservation measures. 

From the calculations carried out using XLSTAT for each variable, an equation can be formulated 

for the boti monkey habitat suitability model as follows: 

Y = 6,504jln + 6,504pkm + 5,756sng + 6,509ndvi + 5,444elev + 4,902slope 

This equation highlights that vegetation cover (NDVI), roads (jln), and settlements (pkm) have the 

highest coefficients (weights) compared to other variables. The variables river (sng) and height (elev) 

are next in order, followed by the slope (slope), which has the most negligible weight. Thus, the weight 

results of each parameter are used to determine the habitat suitability value from the overlay process. 

3.3 Habitat Suitability for Boti Monkeys 

The constructed fit equation yields maximum and minimum values, ranging from 57.18 to 160.66. 

These values are divided into three classes based on their differences: the smallest range indicates low 

suitability, the middle range indicates medium suitability, and the largest range indicates high suitability. 

𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 =  
160.66 − 57.18

3
= 14.16 
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The suitability of boti monkey habitat in the study site is classified into three levels, namely low, 

medium, and high suitability, which are described in Table 10. In addition, a map of boti monkey habitat 

suitability is also presented in Figure 2. The high suitability level reached 81.72%. Locations with high 

suitability are mostly in the Pangi Binangga nature reserve area, while locations with low suitability 

tend to be in settlements. The area of West Toboli Village, which is mostly highland and hilly, is mostly 

inhabited by people who work as farmers.  Areas with high suitability generally have good land cover 

and there are many fruit trees that are a source of food for boti monkeys. 

According to [16], monkeys in Sulawesi tend to choose large trees with many branches, allowing all 

members to rest. They also prefer the edges of tree canopies because there are usually parts of the plants 

they consume, such as fruit, flowers, and young leaf shoots. The characteristics of trees used as resting 

places by monkeys are large trees with many branches and dense leaves. 

 

Table 9. Habitat Suitability Index Value Habitat Area for Boti Monkeys 

Interval Area (ha) Percentage 
Conformity 

Classification 

5,444 - 57,18267 9,475621 0,374 Low 

57,18267 - 108,9213 461,777729 18,184 Medium 

108,9213 - 160,66 2065,896076 81,442 High 

Total 2537,149426 100  

The medium suitability level, covering 18.184% (461.777729 ha) in light green on Figure 2, lies 

predominantly amidst settlements and agricultural plots. The region's contoured topography, with hills, 

valleys, and diverse elevations, contributes to its medium suitability status. Low suitability, comprising 

0.374% (9.475621 ha), marked in red on Figure 10, is situated within residential zones and areas 

approximately 300 meters above sea level. 

The existence of conservation areas must be maintained due to their strategic role as life support 

systems, biodiversity protection, and sustainable utilization of natural resources. In maintaining the 

existence of potential conservation areas, one of the applied management concepts is to exclude all 

community activities from the conservation areas [16]. From the habitat suitability data, it can be used 

to conserve the Macaca Tonkeana species to enhance their existence and protection. Several factors 

influencing habitat suitability include roads, rivers, settlements, NDVI, elevation, and slope. 

 
Figure 2. Boti Monkey Habitat Suitability Map 

3.4 Validasi 

Validation is conducted to test the accuracy of the prepared model using specially prepared validation 

data [14]. At this stage, fifty-four observation points (30% of the total observation data) were used. From 

the results of this combination, the following data is obtained in Table 10: 
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Table 10. Habitat suitability model validation results 

Conformity Class Number of Points Percentage 

Low 0 0 

Medium 4 7,41 

High 50 92.59 

Total 54 100 

Table 10 displays validation outcomes of the boti monkey habitat model, categorized into low, 

medium, and high suitability. None fell in the low class, while 4 (4%) were medium, and 50 (92.59%) 

were high. This suggests the research area is highly suitable for boti monkeys, affirming the model's 

accuracy. 

 

4.  Conclusion 

The study concluded that various factors such as distance from rivers, settlements, roads, NDVI 

(Normalised Difference Vegetation Index), altitude, and slope affect the habitat suitability of Boti 

Monkeys. PCA analysis assigned weights to each parameter. The study sites were classified into low, 

medium, and high suitability levels, with low suitability mainly in residential areas, covering 9.475621 

ha. Medium suitability was generally found among settlements, covering 461.777729 ha, while high 

suitability was dominated by the Pangi Binangga nature reserve, covering 2065.896076 ha. Model 

validation showed that the study site is a suitable habitat for Macaca tonkeana. 
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Abstrak. The research investigates small-scale farming practices, particularly 

vannamei shrimp cultivation, in Kudu Hamlet, focusing on how traditional farmers have 

adopted technology over two decades. Conducted over two years, the study sampled 17 

farmers out of 38, analyzing various variables such as age, education, and economic 

factors. Farmers, predominantly older, have engaged in shrimp farming for nearly two 

decades, despite fluctuating incomes. Education levels vary, impacting farmers' 

understanding of new technologies and market trends. Most farmers own their pond 

land, managing it carefully for shrimp cultivation. Polyculture systems, combining 

vannamei shrimp with other species, enhance productivity but face challenges like 

disease outbreaks and market price fluctuations. The choice of feed, predominantly 

artificial, significantly affects shrimp yields. Farmers also engage in side jobs to 

supplement income. Overall, enhancing farmers' capacity through education and 

sustainable practices is crucial for the long-term viability of shrimp farming. 
. 
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1.  Introduction 

Indonesia is a significant producer of aquaculture commodities globally, contributing to food security 

in the aquatic sector. Indonesia ranks second in Asia in terms of aquaculture biota production, with a 

total output of 14,845 thousand tons or 13.22% of the global production, including finfish (46.9%), 

mollusks (14%), and crustaceans (9.5%) [1], [2], [3]. Within the crustacean category, Indonesia's 

aquaculture sector contributes significantly to the export of Litopenaeus vannamei or whiteleg shrimp, 

which remains high annually. Shrimp cultivation in Indonesia contributes 7% of global shrimp 

production [4]. 
If traditional farmers are aware that Indonesia significantly contributes to global aquaculture biota 

production [5], They will be better able to address global environmental issues such as climate change 

and declining water quality that can impact the sustainability of fisheries cultivation [6], [7]. Traditional 

fish farmers understanding that Indonesia is a major aquaculture producer globally will help them grasp 

https://doi.org/10.26877/asset.v6i2.18610
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the importance of the global market in determining demand and prices for aquaculture products. This 

will assist in planning production and marketing more effectively [8]. 

Initially, Litopenaeus vannamei shrimp were introduced from Latin America to Indonesia by the 

government in the early 2000s to support large and medium-scale shrimp industries, which had declined 

due to the White Spot Syndrome Virus (WSSV) outbreak in black tiger shrimp (Penaeus monodon) [9]. 

Over time, small-scale shrimp farmers adopted this technology, utilizing traditional ponds for vannamei 

shrimp cultivation. Generally, vannamei shrimp are more profitable when cultivated on a large or 

medium scale, either intensively or semi-intensively. However, traditional systems are more beneficial 

for black tiger shrimp (Penaeus monodon) cultivation [10], [11]. Traditional vannamei shrimp 

cultivation may be less profitable, but many conventional farmers persist, employing various methods 

to cultivate vannamei shrimp in their own or leased ponds. 

Traditional farmers typically contribute about 5-5% of annual shrimp production, while medium-

scale operations contribute 15%. Most large-scale vannamei shrimp production is concentrated among 

only three to four entities or corporations, accounting for most annual shrimp production (70-80%) [12]. 

The small contribution from household-scale farmers contrasts with the number of Production 

Household Units (PHUs) in the majority group. They generally use traditional or extensive technology 

in earthen ponds with low stocking densities and without precise management practices. 

A similar phenomenon occurs in Gresik and Lamongan Regencies, where more than 90% of the 

current pond area is managed by traditional farmers cultivating vannamei shrimp for decades. Small-

scale farmers can participate in shrimp industrialization, as some have good access to certified seedlings 

and have been using artificial feed [9]. Access to shrimp seedlings from hatcheries and formulated feed 

is readily available. Based on field observations, the location factor and the presence of numerous 

intermediary traders for both seedlings and artificial feed aid traditional farmers in obtaining these vital 

inputs. 

As a country with the most significant number of small-scale aquaculture producers globally, 

alongside Bangladesh and Vietnam [12], scientific studies on small-scale cultivation would greatly 

benefit its development. Negative stigmas regarding small-scale farming practices, related to 

environmental unfriendliness and sustainability threats, must be addressed through science, technology, 

and innovation (STI) initiatives. This research aims to provide a general profile of traditional farmers in 

Kudu Hamlet engaged in vannamei shrimp cultivation and describe how these traditional farmers' 

strategies in Kudu Hamlet, serving as small-scale producers, have successfully adopted vannamei 

shrimp cultivation technology for almost two decades, enabling their ponds to continue producing 

shrimp. 

2.  Methods 

2.1.  Time and Location  

This research was conducted over two years, from March 2022 to June 2022 and June 2023 to September 

2023. Data was collected in Kudu Hamlet, Weduni Village (Figure 1), Lamongan Regency, East Java. 
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Figure 1. Map of Lamongan Regency 

2.2.  Population and Sample 

The population of this study is traditional farmers from Kudu Hamlet who will be interviewed, with a 

total of 38 farmers in Kudu Hamlet. Out of the 38 conventional farmers, a sample of 17 individuals was 

used—the method of selecting the 17 individuals involved matching data from 2021 and 2022. To obtain 

the sample, the researcher first visited representatives of the Kudu Hamlet management to seek guidance 

on which residents of Kudu Hamlet were engaged in farming activities. After receiving advice on the 

names of farmers in Kudu Hamlet, the next step was to visit these farmers and inquire whether they 

were available for interviews. The criteria for selecting the 17 samples had the same criteria, namely the 

use of the same number of seedlings and cultivation locations top of Form. 

Kudu Hamlet is a hamlet in Weduni Village, part of the Deket District, Lamongan Regency, East 

Java. Kudu Hamlet covers an area of 410,000 m² and has a population of 125 households, with residents 

working as farmers, traditional fishermen, and entrepreneurs. There are 88 conventional farmers in Kudu 

Hamlet. The head of Kudu Hamlet is Mr. Nasim Hadi Prayitno. Facilities in Kudu Hamlet include a 

practicing midwife, an elementary Islamic school (Madrasah Ibtidaiyah), a Quranic school (TPQ), and 

the Darul Hikmah Islamic boarding school. 

Most farmers in Kudu Hamlet use traditional methods to cultivate vannamei shrimp in earthen ponds, 

with an average pond area ranging from 5,500 m² to 6,200 m² [13]. These farmers utilize water sources 

from rivers or rainwater catchment. Characteristics of traditional ponds include the use of simple 

technology, irregular pond shapes, shrimp stocking densities ranging around 60 per hectare, and the use 

of natural feeds [14]. 

2.3.  Research Procedure 

This study selected main shrimp farmers as respondents, not pond caretakers. The interview sessions 

lasted an average duration of 60 – 90 minutes. During the interviews with traditional farmers in Kudu 
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Hamlet, the discussion focused on three variable categories, namely farmer variables, input usage 

variables, and economic variables in vannamei shrimp cultivation [15]. Farmer variables included the 

farmer's name, age, education level, side job, address, and the year they started shrimp farming. Input 

usage variables included probiotics, shrimp seed stocking density, other commodities, feed 

consumption, and the feed used. Economic variables in vannamei shrimp cultivation included the price 

of shrimp seeds, feed, probiotics, shrimp harvest quantity, and other commodities, total income from 

commodities other than vannamei shrimp, and the price of vannamei shrimp per kilogram. 

2.4.  Research Variables 

Table 1. Defined Variables 

Variables  Variables Questions During Interview 

Farmer Variables Farmer's name, farmer's age, farmer's educational level, farmer's side job, 

farmer's address, year of starting vannamei shrimp farming, ownership 

status of pond land, pond land area, intention to continue farming activities 

continuously, source of farming knowledge, participation in farmer 

communities, and the cultivation system used for vannamei shrimp. 

Input Usage Variables the number of shrimp seed stockings, other cultivated commodities, brand 

or type of feed used, amount of feed used, and use of probiotics. 

Economic Variables in 

Vannamei Shrimp 

Cultivation 

Price of shrimp seeds used, price of feed used, price of probiotics used, 

quantity of shrimp and other commodities harvested, total income from 

harvesting commodities other than vannamei shrimp, and price of 

vannamei shrimp per kilogram. 

The categorization of the variable categories above is to facilitate and understand the overall picture of 

farmers' social and economic profiles, indicating farmers' economic flexibility for the long term, and for 

the key evaluation of economic efficiency in sustainable shrimp farming. 

2.5.  Data Analysis 

The analysis method used in this study is a descriptive qualitative and quantitative analysis using SPSS 

and Microsoft Excel tools [16]. Qualitative data to be analyzed using Microsoft Excel will be presented 

as diagrams, including land ownership status, pond productivity, and side jobs. Meanwhile, quantitative 

data to be analyzed using SPSS will be presented in t-tests with a significance level of 95%. 

3.  Results and Discussion 

3.1.  Profile of Farmers in Weduni Village 

 
Figure 2. Age of Farmers in Kudu Hamlet, Weduni Village 

5,88%

23,53%

70,59%

Beginner Fish Farmer (18 years - 30 years)

Intermediate Fish Farmer (31 years - 50 years)

Senior Fish Farmer (>50 years)
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Farmers' ages can generally be classified into three categories: 18 - 30 years (novice farmers), 31 - 50 

years (intermediate farmers), and >51 years (senior farmers) (Sarwana et al., 2019). In Kudu Hamlet, 

Weduni Village, in 2022, research results regarding the age of farmers yielded an average of 

54.29±10.60 years. Farmers in Kudu Hamlet have been engaging in traditional vannamei shrimp farming 

since 2006, approximately 18 years ago. These farmers engage in traditional farming activities for 

various reasons: some see it as a flexible additional activity without a fixed schedule, while others make 

it their primary job due to a lack of alternative options. Despite fluctuating and relatively modest 

incomes from farming, they remain loyal to these traditional farming practices. 

According to previous research, productive farming activities typically occur between the ages of 31 

and 50 because farmers are still energetic enough to carry out various farming activities such as 

preparing land, managing pond operations, and harvesting. Furthermore, previous research indicates that 

farmers' age reflects their experience in farming; the older the farmer, the more experienced they are in 

aquaculture [17]. 

Older farmers typically have years of farming experience. They face various challenges and find 

solutions to the issues they encounter. By discussing their experiences with younger farmers and the 

next generation of farmers, this valuable knowledge is passed on, enabling more effective and efficient 

farming practices. The higher the average age, the more years of experience farmers have in shrimp 

farming. This is a valuable asset as they have faced various challenges and have extensive knowledge 

of farming practices. However, without proper succession planning, this knowledge and experience can 

be lost. 

 
Figure 3. Education Level of Farmers from Kudu Hamlet, Weduni Village, Lamongan Regency 

 

Education is one of the most influential aspects for every individual, as it provides valuable information, 

insights, and experiences for their future. Education can enhance the quality of individuals' knowledge 

and social skills. The research diagram in Kudu Hamlet, Weduni Village, depicts four categories of 

education levels: Elementary School (29.41%), Junior High School (23.53%), Senior High School 

(41.18%), and Bachelor's Degree (5.88%).  

Farmers with higher levels of education tend to have a better understanding of agricultural concepts, 

resource management, and new technologies. They may be able to assess the benefits and risks of new 

technologies more effectively. Higher education also enhances farmers' analytical skills to identify 

problems, understand market trends, and plan more effective agricultural strategies. Higher education 

often stimulates innovation and creativity. Educated farmers are more likely to try new approaches in 

farming practices and may be more open to innovative ideas that enhance productivity and sustainability 

[18]. 

29,41%

23,53%

41,18%

5,88%

Elementary School Junior High School Senior High School Bachelor's Degree
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Table 2.  The characteristics of the pond land owned by the farmers of Dusun Kudu, Lamongan. 

Aspect Years 2021 Years 2022 

Land Area (m2) 6.236±4.302,37 5.529±2.826,83 

Land Owned By The Farmer 

Status:   
Owned (%) 88% 88% 

Rent (%)  12%  12% 

In Table 2, it is explained that 88% of farmers stated that they own their pond land privately, while 12% 

of farmers stated that they still rent land from others, with rental rates ranging from Rp10,000,000.00 to 

Rp15,000,000.00 per year. The average land area of Kudu Hamlet farmers is 5,529±2826.83 m². "own 

pond land" means that farmers own the land they manage. This means they have full control over the 

management of the pond, including decisions regarding cultivation techniques, investments, and 

marketing strategies. The ownership of these ponds is typically inherited from their parents and is 

continuously utilized for vannamei shrimp cultivation. 

The land area operated for polyculture shrimp farming by the farmers of Dusun Kudu ranges from 

5,529 to 6,236m2 (Table 2). The farmers slightly reduced the area of ponds operated in 2022, possibly 

due to some land being sold or leased to other farmers, possibly to raise funds for purchasing seed and 

buying some inputs for farming activities. The ownership status of the land is mostly self-owned (88%), 

with only a small portion (12%) being leased. Ownership status is related to farming behavior, with 

landowners generally treating their ponds more carefully than tenants, in terms of the use of medicines 

and inputs that leave negative residues on soil fertility. 

In efforts to enhance the role of traditional farmers in national shrimp production, increasing capacity 

plays a crucial role. The intended capacity enhancement involves providing traditional farmers greater 

capacity and production efficiency. They are more inclined to adopt new technologies, better cultivation 

techniques, and sustainable management practices. 

3.2.  The Strategy to Persist in Cultivating Vannamei Shrimp Using Traditional Shrimp 

Farming Systems 

Implementing Polyculture Cultivation System 

Based on this research, all farmers in Kudu Hamlet apply a polyculture cultivation system to cultivate 

vannamei shrimp in their ponds. These species include milkfish and tilapia. Polyculture is a cultivation 

technique in which various biota are raised within one area. By using this method, benefits such as high 

productivity levels are obtained. Technically, polyculture ponds can be established in almost all areas 

with sufficient brackish water supply. However, economically, careful consideration of the costs of 

building and operating polyculture ponds is needed to ensure profitability and avoid losses [17], [19]. 

The combination of polyculture between vannamei shrimp (Litopenaues vannamei), milkfish (Chanos 

chanos), and tilapia (Oreochromis niloticus) is considered beneficial because it not only produces three 

different types of commodities but also because vannamei shrimp acts as a filter to clean the water for 

the tilapia. Conversely, milkfish and tilapia can act as a balance for the vannamei shrimp population 

[20], [21].  

Furthermore, the long-term sustainability of multi-crop planting systems can be threatened if disease 

outbreaks occur frequently and cause significant losses. High disease prevalence can jeopardize the 

economic viability of multi-species cultivation by reducing profitability and increasing operational risks. 

Therefore, economic analysis of multi-species cultivation should consider the potential impact of disease 

spread and incorporate risk management strategies to ensure system resilience and sustainability [22]. 

The next challenge is the limited availability of fertilizers, animal feed, and seeds, which is caused 

by the frequently changing climate. The prices of feed and fertilizers also pose a challenge to traditional 

farmers because each year the prices of fertilizers and feed increase, and there are restrictions on their 

purchase. These challenges can affect the selling prices and the level of productivity of the cultivated 

commodities. 
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Table 3. Harvest results of vannamei shrimp (kg/year) cultivated in polyculture by farmers from 

Dusun Kudu in 2021 and 2022. 

Aspect 
Years 2021 Years 2022 

Rerata ± SD Min Max Rerata ± SD Min Max 

Harvest results of 

vannamei shrimp 

(kg/year) 

181,18 ± 276,95 35 1200 180,12 ± 348,92 16 1500 

Harvest results of vannamei shrimp (kg/year) 181.18 ± 276.95 35 1200 180.12 ± 348.92 16 1500 The 

average harvest of vannamei shrimp per farmer per year in 2021 and 2022 remains relatively stable at 

around 180-181 kg/year within an area of approximately 0.5 hectares (as per land area data in Table 2). 

Over the two-year period, they only carried out one production cycle per year due to constraints posed 

by the extended seasons and floods longer than in previous years. Generally, the shrimp harvest volume 

can reflect the level of fertility or productivity of the land in Dusun Kudu, which is considered good, as 

it is equivalent to the productivity of traditional soil pond land, which generally yields a total vannamei 

shrimp harvest of 300 kg/year. The factors influencing the productivity of vannamei shrimp in a region 

are genetic, environmental conditions, and capital in farming activities. The genetic factor refers to 

whether the cultured vannamei shrimp are resistant to disease attacks or otherwise. Environmental 

conditions refer to factors that can affect the productivity of vannamei shrimp because if the environment 

is supportive and soil fertility is maintained, productivity will increase. Capital is one of the factors 

influencing productivity because it is used to purchase vannamei shrimp seeds, medicines, feed, and 

fertilizers [23].  

A very high variation in total vannamei shrimp harvest was found among farmers. Some farmers 

obtained very low vannamei shrimp harvests (16 kg/year in 2022), while others achieved high harvest 

yields (1500 kg/year in 2022). The high variation in total harvest is caused by frequently changing 

weather conditions and floods that hit the Dusun Kudu area, causing vannamei shrimp to escape to other 

ponds. The implementation of polyculture farming techniques helps vulnerable farmers who may face 

crop failures to still earn income. In this study, the number of farmers vulnerable to vannamei shrimp 

crop failure dominated, accounting for 52% of the total respondents in both 2021 and 2022. These are 

the farmers who obtained total vannamei shrimp harvests of less than 100 kg/year. Additional income 

received by farmers from co-cultured species is shown in Figure 4. 

Figure 4 shows the production data of co-cultured fish alongside vannamei shrimp.  

 
Figure 4. Harvest Revenue of Milkfish and Tilapia 
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Kudu Hamlet is one of the hamlets that produce milkfish and tilapia in the Lamongan area. The harvest 

revenue of milkfish and tilapia in Weduni Village in 2021 and 2022 is as follows: in 2021, the harvest 

revenue of milkfish was Rp6,741,176±Rp4,870,839.10, and the harvest revenue of tilapia in 2021 was 

Rp4,705,882±Rp4,815,530.94. Meanwhile, in 2022, the harvest revenue of milkfish was 

Rp3,920,588±Rp3,905,887.34, and the harvest revenue of tilapia in 2022 was 

Rp2,423,529±Rp1,518,440.57.  

Although the revenue from milkfish and tilapia decreased in 2022, the farmers still earned income 

from other species, namely vannamei shrimp. The revenue from vannamei shrimp in 2022 reached 

approximately Rp8,950,000±17,491,102.47. The indicators causing the decrease in milkfish, tilapia, and 

vannamei shrimp harvests are extreme weather conditions in the Kudu Hamlet area of Weduni Village. 

Heavy rainfall causes rivers to overflow, leading to many fish and shrimp escaping from several ponds. 

Some farmers install crickets or nets around the pond walls to reduce the risk of losses due to floods. 

External factors influencing income fluctuations include market prices. Market prices are influenced 

by various factors such as supply and demand, weather conditions, and geopolitical factors. When 

market prices decrease, the income of farmers and other economic actors also tends to decrease, resulting 

in income fluctuations. Conversely, when market prices rise, sales increase and can offset minor 

fluctuations [24]. Additionally, changes in consumer demand can also cause income fluctuations. 

Changes in consumption trends , customer preferences, or macroeconomic conditions can affect demand 

for certain products or services. When demand for specific agricultural products increases, farmers' 

income also increases. However, a decrease in demand leads to negative changes in income [25]. 

 
Figure 5. Number of vannamei shrimp seeds used (individuals) in Kudu Hamlet 

 

The above figure illustrates a difference in the number of shrimp seeds used over the two decades. 

In 2021, the number of seeds used was 75,882±62,405.81 individuals, while in 2022, the number of 

vannamei shrimp seeds used was 103,529±107,001.24 individuals. The farmers increased the number 

of vannamei shrimp seed usage in 2022 because they wanted to increase the production of their 

vannamei shrimp.  

Table 4. T-test results of the number of seeds used (individuals) in Kudu Hamlet in 2021 and 2022. 
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Observations 17 17 

Hypothesized Mean 

Difference 0  
Df 26  
t Stat -0,920253844  
P(T<=t) one-tail 0,182950057  
t Critical one-tail 1,70561792  
P(T<=t) two-tail 0,365900114  
t Critical two-tail 2,055529439   

 

The t-test results indicate that the average number of seeds used in 2022 was 103,529 individuals, 

while in 2021, it was 75,882 individuals, with a difference between them of 27,647 individuals. The 

two-tailed p-value obtained is 0.365, indicating that this value is greater than the significance level of 

0.05. Thus, the number of seeds used is the same between 2022 and 2021. 

 

 

 

 

 

 

 

Artificial feed is used with various types and brands of feed. 

  
 

Figure 6. Farmers using feed in 2021 and 2022 

 

Generally, extensive farming tends to rely on natural feed, while semi-intensive or intensive farming 

uses additional feed to meet nutritional needs optimally. Feed serves as a vital support for the sustenance 

of life and can enhance the growth rate of the commodities cultivated by farmers [26]. Feeds can be 

categorized into two types: natural feeds, typically derived from phytoplankton and plankton found in 

pond waters, and artificial feeds, usually sourced from factories [27]. 

In Figure 6, it is explained that in 2021, most farmers in Weduni Village used artificial feed. 

Meanwhile, in 2022, 88.24% of farmers in Weduni Village used artificial feed, while 11.76% used 

natural feed. Of the 11.76% of farmers using raw feed, it is because they aim to reduce expenses on 

purchasing feed, as natural feed is readily available from nature and doesn't require additional feed. 

When comparing the use of natural feed versus artificial feed concerning shrimp yields, the use of 

natural feed resulted in relatively low yields ranging from 16 kg to 25 kg. In comparison, using artificial 

feed yielded significantly higher results ranging from 40 kg to 1500 kg. 
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Stated that food should be distributed evenly so that each shrimp can receive the same amount of 

food as other shrimp. By feeding evenly, you can avoid competition for food. If conflicts can be avoided, 

cannibalism can also be avoided. Good shrimp feed requirements include: a) a flat physical surface 

condition, b) fresh, musty smell, dry and not musty, c) Food packaging is not damaged, d) If pellets are 

damaged, then pellet stability in water is good. They can survive underwater for at least 2-3 hours. e) 

Adjust pellet size correctly according to shrimp feeding capacity and shrimp opening size. f) Fresh fish 

meal has a sweet taste when chewed, and g) appealing. Shrimp feed will be consumed more quickly if 

using quality feed [28], [29]. 

Good feed quality is determined by the protein, fat, visible fiber content, and several other nutrients 

needed for shrimp growth. According In addition to having sufficient protein content, its fat content is 

also not too high, so that the shrimp get enough feed for their growth [30], [31]. 

 

  
Figure 7. Use of artificial feed brands in 2021 and 2022. 

 

Generally, each artificial feed has its own brand, and each feed has different compositions. In 2021, 

farmers in Weduni Village used formulated feed brands including 41.18% brand 511, 23.53% bran, 

11.76% brand Sari Laut, 5.88% brand GM 88, 5.88% brand Karka, and 5.88% corn. Meanwhile, in 

2022, it is known that farmers in Weduni Village used artificial feed brands, including 35.29% corn, 

23.53% bran, 11.76% brand Karka, 11.76% natural feed, 5.88% brand Hi-Provite, 5.88% brand Sari 

Laut, and 5.88% brand 511.  

The feed brands used by farmers in Kudu Hamlet, Weduni Village, in 2021 and 2022 can be 

categorized into two types of artificial feed: animal feed and fish feed. Animal feed consists of bran, 

corn, brand 511, and GM88. Meanwhile, fish feed consists of Karka, Sari Laut, Prima Feed, and Hi-

Provite. Some farmers use animal feed because animal feed is less expensive than fish feed. Thus, 

farmers can reduce expenses on feed costs. The effect of feeding the cultivated commodities with animal 

feed is optimal growth and adequate nutrition fulfillment.  

Economic Analysis 

Table 5. Economic analysis of shrimp harvest (kg/year) 

Aspek 
Years 2021 Years 2022 

Rerata ± SD Min Max Rerata ± SD Min Max 

Shrimp Harvest 

(kg/tahun) 
181,18 ± 276,95 35 1200 180,12 ± 348,92 16 1500 

Shrimp Price (Rp/kg) 
46.471 ± 

6.829,33 
30.000 52.000 48.412±6.354,71 45.000 70.000 

Total Income From 

Shrimp Harvest (Rp) 

8.652.941 ± 

13.896.891,18 
1.050.000 60.000.000 

8.950.000 ± 

17.491.102 
720.000 75.000.000 

Farmers who obtained the smallest harvest explained that the low harvest was due to In 2021, the farmers 

obtained shrimp harvests of 181.18 ± 276.95 kg/year with the lowest harvest being 35 kg and the highest 

41,18%
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being 1200 kg. In 2022, the total shrimp harvest slightly decreased to 180.12 ± 348.92 kg/year with the 

lowest harvest being 16 kg and the highest being 1500 kg., ranging from 16-1500kg. 

Table 6. Economic Analysis Polyculture Cultivation System 

 

Components 

Years 

2021 2022 

Total Revenue 16.923.529,41±9.681.543,877 15.294.117,65±19.956.476,18 

Total Expenditure 4.215.529,42±4.922.114,76 4.185.911,76  ± 4.956.611,63 

Income 12.708.000 ± 7.758.470,77 11.108.205,88 ± 15.373.833,11 

The total revenue referred to in table 3 is the average gross profit from the farming activities conducted 

in 2021 and 2022, amounting to 16,923,529.41 ± 9,681,543.877 and 15,294,117.65 ± 15,294,117.65 

respectively. Total expenditure is the overall expenditure on farming activities such as seed purchases, 

fertilizer purchases, feed purchases, and probiotic purchases, with an average total expenditure in 2021 

and 2022 of 4,215,529.42 ± 4,922,114.76 and 4,185,911.76 ± 4,956,611.63 respectively. Income itself 

is the net income received by farmers from gross income minus expenditure during the farming 

activities, with average income in 2021 and 2022 of 12,708,000 ± 7,758,470.77 and 11,108,205.88 ± 

15,373,833.11 respectively.  

Having a Side Job 

 
Figure 9. Side Jobs of Kudu Village Fish Farmers 

 

Picture 9 illustrates three categories of side jobs among Weduni Village fish farmers: traders, service 

providers, and farmers. Fish farmers working as traders account for 23.53%, service providers for 

11.76%, and farmers for 64.71%. These fish farmers have side jobs because the income from traditional 

fish farming activities cannot meet their daily needs, as it often fluctuates from year to year. Therefore, 

the fish farmers in Weduni Village do not rely solely on fish farming as their profession. Based on the 

research findings, they stay in the fish farming profession because extensive (traditional) fish farming 

activities can be done simultaneously with other side jobs.  
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Figure 10. Side Job Income 

 

Side jobs as traders have an income of Rp 2,000,000 ± 1,224,744.87 per month, side jobs as service 

providers have an income of Rp 1,750,000 ± 353,553.39 per month, and side jobs as farmers have an 

income of Rp 1.362.090,91±1.111.316,20per month.  

 

Conclusions 

In conclusion, the age distribution of farmers in Kudu Hamlet, Weduni Village, reveals a predominantly 

older demographic, with an average age of 54.29±10.60 years. These farmers have been practicing 

traditional vannamei shrimp farming for approximately 18 years, with the majority engaging in it as 

their primary occupation. Despite facing fluctuating incomes, they remain loyal to these traditional 

practices. Previous research suggests that farmers aged between 31 and 50 are the most productive, 

leveraging their experience and energy for various farming activities. Moreover, older farmers typically 

possess extensive experience and knowledge, which they pass on to younger generations, fostering more 

effective farming practices. 

Education plays a pivotal role in enhancing farmers' understanding of agricultural concepts, resource 

management, and new technologies. Higher levels of education equip farmers with analytical skills to 

identify problems, understand market trends, and innovate in their farming practices, ultimately 

improving productivity and sustainability. However, challenges such as limited access to fertilizers, 

animal feed, and seeds, exacerbated by changing climate conditions, pose obstacles to traditional 

farmers. 

Polyculture cultivation systems, widely adopted by farmers in Kudu Hamlet, facilitate increased 

productivity through the cultivation of multiple species, including vannamei shrimp, milkfish, and 

tilapia. While offering economic benefits, this approach also presents challenges, such as disease 

outbreaks and fluctuations in market prices. The implementation of polyculture systems requires careful 

consideration of costs and risk management strategies to ensure profitability and sustainability. 

The choice of feed type significantly impacts shrimp yields, with artificial feed resulting in higher yields 

compared to natural feed. Additionally, the brand and composition of feed used by farmers vary, 

influenced by factors such as cost and nutritional value. Farmers also engage in side jobs to supplement 

their income, highlighting the need for diversified livelihood strategies. 

Overall, enhancing the capacity of traditional farmers through education, technology adoption, and 

sustainable practices is crucial for improving their livelihoods and ensuring the long-term viability of 

shrimp farming in the region. 

Acknowledgments 

We thank Dr Guenwoo Lee and Dr Ayu Pratiwi for the support from Japan Society for the Promotion 

of Science (JSPS) KAKENHI and Maj and Tor Nessling Foundation are gratefully acknowledged. 

Rp2.000.000,00

Rp1.750.000,00

Rp1.362.090,91

Rp0,00

Rp500.000,00

Rp1.000.000,00

Rp1.500.000,00

Rp2.000.000,00

Rp2.500.000,00

Trader Service Provider Farmer

T
h

e 
am

o
u

n
t 

o
f 

in
co

m
e



  

02402023-013 

 

Reference 

[1] FAO, The State of World Fisheries and Aquaculture (SOFIA), FAO: Rome, 2022. 2022. 

[2] Z. U. Azizi, F. Farikhah, and A. Aminin, “FAKTOR-FAKTOR YANG MEMPENGARUHI 

HASIL PANEN UDANG VANAME (Litopenaeus vannamei) DI PERTAMBAKAN 

KECAMATAN DEKET DAN KECAMATAN KARANGBINANGUN KABUPATEN 

LAMONGAN,” J. Perikan. Pantura, vol. 5, no. 2, 2022, doi: 10.30587/jpp.v5i2.3849. 

[3] M. A. Syaifullah, F. Farikhah, and A. R. Rahim, “ANALISIS PERBANDINGAN 

PRODUKTIVITAS KEGIATAN PETAMBAK UDANG VANAMEI (Litopenaeus vannamei) 

SISTEM TRADISIONAL PADA DUA DESA DI KAWASAN EKOSISTEM ESENSIAL 

MANGROVE UJUNGPANGKAH,” J. Perikan. Pantura, vol. 5, no. 1, p. 133, 2022, doi: 

10.30587/jpp.v5i1.3846. 

[4] F. and A. Organization, “Asian shrimp production fell short of earlier forecast,” Globefish, 

2018. 

[5] M. Tajuddin, Ihsan, and Asmidar, “Study Of Design And Composition Of Catch ResultsTrap 

Netty Tools For Sigeri District Water Pangkep District,” J. Indones. Trop. Fish. ISSN 2655, 

vol. 2, no. 1, pp. 86–99, 2019. 

[6] A. Saman, E. S. Luhur, S. H. Suryawati, and F. Y. Arthatiani, “Model Permintaan Ekspor 

Udang Segar Indonesia oleh Pasar Jepang, Amerika Serikat, dan Uni Eropa,” J. Penyul. 

Perikan. dan Kelaut., vol. 15, no. 2, 2021, doi: 10.33378/jppik.v15i2.220. 

[7] BPS, “Data Operasional BPS Tahun 2019,” 2019. 

[8] FAO, “The State of World Fisheries and Aquaculture 2020. Sustainability in action.,” FAO, 

2020, doi: https://doi.org/10.4060/ca9229en. 

[9] D. Yi, T. Reardon, and R. Stringer, “Shrimp aquaculture technology change in Indonesia: Are 

small farmers included?,” Aquaculture, vol. 493, 2018, doi: 10.1016/j.aquaculture.2016.11.003. 

[10] M. Asmild, V. Hukom, R. Nielsen, and M. Nielsen, “Is economies of scale driving the 

development in shrimp farming from Penaeus monodon to Litopenaeus vannamei? The case of 

Indonesia,” Aquaculture, vol. 579, 2024, doi: 10.1016/j.aquaculture.2023.740178. 

[11] V. Hukom, R. Nielsen, M. Asmild, and M. Nielsen, “Do Aquaculture Farmers Have an 

Incentive to Maintain Good Water Quality? The Case of Small-Scale Shrimp Farming in 

Indonesia,” Ecol. Econ., vol. 176, 2020, doi: 10.1016/j.ecolecon.2020.106717. 

[12] FAO and WorldFish, Aquaculture big numbers. 2016. 

[13] Y. P. Hastuti, I. Rusmana, and T. Widiyanto, “Profil tambak tradisional: tekstur tanah, total n-

anorganik dan bakteri penghasilnya Profiles of traditional farms: soil texture, total inorganic N 

and bacteria-producing estate,” 2010. 

[14] K. Amri, BUDIDAYA UDANG WINDU SECARA INTENSIF, vol. 10, no. 5. 2003. 

[15] A. S. Nifdhol, Aminin, and Faikhah, “Analisis Produktivitas Tambak UdangVvaname 

(Litopenaeus vannamei) Semi Intensif di Tiga Provinsi di Pulau Jawa,” J. Technofish, vol. 7, 

no. 1, 2023. 

[16] D. Firmansyah and Dede, “Teknik Pengambilan Sampel Umum dalam Metodologi Penelitian: 

Literature Review,” J. Ilm. Pendidik. Holistik, vol. 1, no. 2, 2022, doi: 10.55927/jiph.v1i2.937. 

[17] S. Sarwana, Y. Yumriani, and L. Ismail, “Analisis Budidaya Petani Tambak Terhadap Kondisi 

Sosial Ekonomi Di Desa Bulu Cindea Kabupaten Pangkajene dan Kepulauan,” Equilib. J. 

Pendidik., vol. 7, no. 2, 2019, doi: 10.26618/equilibrium.v7i2.2683. 

[18] S. Ruzzante, R. Labarta, and A. Bilton, “Adoption of agricultural technology in the developing 

world: A meta-analysis of the empirical literature,” World Dev., vol. 146, 2021, doi: 

10.1016/j.worlddev.2021.105599. 

[19] Y. L. Dhewantara, A. Nainggolan, and I. Amatullah Nabilah, “Sistem Budidaya Polikultur dan 

Analisis Pendapatan Hasil Budidaya Ikan Bandeng (Chanos chanos) dan Udang Vaname 

(Litopenaeus vannamei) Secara Tradisional di Desa Hurip Jaya Babelan Kabupaten Bekasi,” J. 

Ilm. Satya Minabahari, vol. 8, no. 1, 2022, doi: 10.53676/jism.v8i1.160. 

[20] S. Yuliani, “TEKNIK POLIKULTUR UDANG VANAME (Litopenaeus vannamei) DAN 



  

02402023-014 

 

IKAN NILA (Oreochromis niloticus) DI INSTALASI BUDIDAYA AIR PAYAU, 

KECAMATAN DEKET LAMONGAN,” Ir - Perpust. Univ. Airlangga, 2015. 

[21] A. A. Syahid, M. Ubhan, Budi daya Udang Organik Secara Polikultur. Swadaya: Jakarta, 

2006. 

[22] K. M. Smith, C. C. Machalaba, R. Seifman, Y. Feferholtz, and W. B. Karesh, “Infectious 

disease and economics: The case for considering multi-sectoral impacts,” One Health, vol. 7. 

2019. doi: 10.1016/j.onehlt.2018.100080. 

[23] A. I. Prastianti, “Faktor-Faktor yang Mempengaruhi Produksi Udang Vannamei (Litopeneaus 

Vannamei) di Desa Pantai Bahagia, Kecamatan Muara Gembong,” pp. 49–55, 2021. 

[24] U. Kashif et al., “Do agricultural commodity prices asymmetrically affect the performance of 

value-added agriculture? Evidence from Pakistan using a NARDL model,” Humanit. Soc. Sci. 

Commun., vol. 10, no. 1, 2023, doi: 10.1057/s41599-023-01888-4. 

[25] E. H. Brækkan, “Why do Prices Change? An Analysis of Supply and Demand Shifts and Price 

Impacts in the Farmed Salmon Market,” Res. Gate, no. July, 2014. 

[26] R. Rahman, L. Lahming, and R. Fadilah, “EVALUASI KOMPONEN GIZI PADA PAKAN 

UDANG FERMENTASI,” J. Pendidik. Teknol. Pertan., vol. 4, no. 2, 2018, doi: 

10.26858/jptp.v4i2.6617. 

[27] D. P. Renitasari, Y. Yunarty, and S. A. Saridu, “PEMBERIAN PAKAN PADA BUDIDAYA 

UDANG VANAME (Litopenaeus vannamei) INTENSIF DENGAN SISTEM INDEX,” J. 

Salamata, vol. 3, no. 1, p. 20, 2021, doi: 10.15578/salamata.v3i1.11259. 

[28] K. Darwantin and R. Sidik, “Efisiensi Penggunaan Imunostimulan dalam Pakan Terhadap Laju 

Pertumbuhan, Respon Imun dan Kelulushidupan Udang Vannamei (Litopenaeus vannamei),” 

J. Biosains Pascasarj., vol. 18, no. 2, 2016, doi: 10.20473/jbp.v18i2.2016.123-139. 

[29] S. Haliman, RW dan D. Adijaya, Udang Vanname. Penebar Swadaya. Jakarta., 2005. 

[30] D. Heptarina, D., Suprayudi, M. A., Mokoginta, I., & Yaniharto, “Pengaruh pemberian pakan 

dengan Kadar Protein berbeda terhadap pertumbuhan yuwana udang putih (Litopenaeus 

vannamei),” Pros. Forum Inov. Teknol. Akuakultur (Vol. 6), 2010. 

[31] N. Ulfa, H. Ridar, and Kusai, “Perceptions of fish farmers on striped wallago catfish (Wallago 

sp.) farming business in floating net cages in Buluh Cina village, Kampar district, Riau 

province,” Coast. Socio-Economic J. , vol. 1, no. 3, pp. 49–57, 2020. 

 

 



Advance Sustainable Science, Engineering and Technology (ASSET)                   

Vol. 6, No.2, April 2024, pp. 02402024-01 ~ 02402024-08 

ISSN: 2715-4211 DOI: https://doi.org/10.26877/asset.v6i2.18284 

02402024-01 

 

 

Design of a Mobile-Based Wedding Information and 

Booking System using Backend as a Services (BaaS) on 

android platform 

Rafif Mahirssa*, Muhammad Fachrie 

 

Faculty of Sains & Technology, Universitas Teknologi Yogyakarta, Jl. Siliwangi Jl. 

Ring Road Utara Daerah Istimewa Yogyakarta 55285, Yogyakarta, Indonesia 

*rafif.5200411308@student.uty.ac.id 

Abstract. Nowadays, wedding organizer services have become a necessity in wedding events. 

However, it is often found that bookings are made manually to the vendor's location which results 

in impracticality. This research aims to build an application that brings practicality in the field 

of wedding organizers. Later this application has an online booking function carried out by 

wedding bookers and can establish communication with vendors in making wedding bookings. 

The focus of the research is to provide practicality to bookers and vendors. This research uses 

the Case Study method, interviews and observations conducted at Omah Kebon Resto as a case 

study. The application was built based on Android with Cloud Baas services on the Firebase 

platform for database management. The final evaluation was carried out by distributing 

questionnaires to respondents for the level of satisfaction of using the application built. The 

results stated that 37.12% of respondents were very positive, 45.41% stated positive, 13.54% 

stated neutral, and 3.93% stated negative. So, it can be concluded that respondents feel positive 

if this application can help practicality in getting information and booking wedding organizer 

vendors. 

Keywords: wedding, wedding booking, wedding organizer, mobile app, online booking 
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1.  Introduction  

Wedding organizer is a service that is used to help brides and families in preparing their wedding 

planning. Some busy brides and families may seek help from wedding organizers to organize their 

wedding events without having to bother [1]. Wedding organizer services are often sought after by the 

public because in addition to making wedding party planning easier, wedding organizers are also very 

helpful for those who want to avoid the hassle of planning a wedding [2]. 

Interest in using wedding organizer services is increasing along with people's lifestyle and income. 

According to Kunjana (2020), in 2020, this interest increased by 20-30%, which resulted in intense 

competition among wedding organizer service providers. Therefore, business people in the wedding 

organizer industry are expected to have special strategies to survive in this increasingly competitive era 

[3]. 

When promoting wedding services, a wedding organizer faces the problem of not being able to 

present complete wedding package information. Some of the problems that arise include difficulties in 

https://doi.org/10.26877/asset.v6i2.18284
mailto:rafif.5200411308@student.uty.ac.id
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managing the latest wedding package list and processing transaction data manually, which can cause 

misinformation on order details and difficulty in finding customer order data. In addition, the manual 

way of recording and calculating also has the potential to cause errors in determining business profits 

and losses [4]. 

Applications are the right solution. The role of applications is an important support to help advance 

business strategies [5]. Making applications can aim to provide practicality and convenience for wedding 

event bookers who want to get information or place an order [6]. This will also have an impact on 

employees in managing wedding orders more easily. Furthermore, this application will provide 

information in the form of menu details provided by the vendor, this provides information to the booker 

in order to get an overview before booking the event through the application later. 

Before conducting research, a literature review has a very important role as a reference for gathering 

information and aspects needed later. The literature review is also considered important because it is a 

foundation that explains why researchers choose a particular theme or title. In addition, the literature 

review serves as a foundation for outlining theories, findings, and materials relevant to the research, so 

that it becomes a strong basis for conducting the research conducted. Thus, the literature review provides 

an in-depth and contextual framework for the work to be reported [7]. 

1. In research conducted by R. Aulianita, entitled "User Center Design in Building a Website-Based 

Wedding Organizer", the principles of User Centered Design are applied to the website. This research 

aims to provide a platform used by wedding organizers to conduct promotions, thus allowing 

prospective brides to make reservations more easily [8]. 

2. In research conducted by S. A. Haswir and K. Budayawan, entitled "Designing an Information 

System for Management of Auction Services", this research implements the CodeIgniter framework. 

The result is an information system for managing pampering services as a promotional and ordering 

media that allows reservations and payments to be made online via the website [9]. 

3. In a study conducted by T. Pintar, entitled "Application of Sms Gateway to the Wedding Property 

Booking System using RESTful Web Service at Puspita Wedding", implementing RESTful Web 

Service and SMS Gateway. The result is a structure that can be used in various modern programming 

languages, known as the JSON format. The website made it easier for the admin to get data and 

record rental transactions efficiently. The implementation of RESTful Web Service and SMS 

Gateway using Gammu can reduce the SMS Gateway hosting rental budget [10]. 

From all the explanations that have been done by previous researchers, it can be concluded that the 

discussion of applications that support businesses in the field of wedding organizers is an interesting 

topic. Therefore, in this paper, the research conducted is to design an Android-based application with 

the Flutter framework by utilizing the Baas service on Firebase to store data about the information and 

menus provided later, the application to be built will be Android-based using the Flutter framework and 

the Backend as a Services (BaaS) service on Firebase, which aims to facilitate application connection 

to the database in real time. The use of Firebase services from Google was chosen to provide stability 

when the application connects data to the database. This is expected to increase user responsiveness in 

using the application. 

This research implements the case study method, which is an in-depth exploration of a "finite system" 

or "diverse cases" in a specific context. This method involves in-depth data collection from various 

sources of information to understand and analyze the implementation of the application that has been 

built. This case study is expected to provide comprehensive insights This research implements the case 

study method, which is an in-depth exploration of "limited systems" or "diverse cases" in a particular 

context. This method involves in-depth data collection from various sources of information to 

understand and analyze the implementation of the application that has been built. This case study is 

expected to provide comprehensive insights [11].  

2.  Methods 

This stage contains a discussion of the application that was built with a discussion based on the 

method used, namely Case Study. Case Studies are found in many studies that play a role in assisting in 
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presenting research guidelines from simple to complex levels. This method has a design with an 

arrangement of stages tailored to research needs starting from introduction, research objectives, 

literature study, subject selection, system design, application development, data collection, data analysis, 

and conclusions. 

This research started by finding out about the development of wedding booking industry trends. The 

aim is to make it easier for wedding bookers to access information and make bookings with wedding 

vendors efficiently. The next step involved searching and learning from previous research related to the 

topic to be researched. The case study location was chosen at Omah Kebon Resto, a wedding organizer 

service provider. Interviews and observations will be conducted to collect the necessary data. After that, 

based on the results of observations and discussions with the vendor owner, a system that suits the 

vendor's needs will be designed before entering the application development stage. The system 

development process is then carried out in accordance with the design and planning that has been made 

previously. Data is collected after the customer tries the application, and questionnaires are filled out to 

obtain application trial data. The final stage involves analyzing and assessing the data that has been 

collected from filling out questionnaires, as well as concluding and discussing the final results of the 

research that has been carried out. 

2.1.  Research Framework 

At At this stage, researchers conducted observations and interviews. Observations were made by 

directly observing interactions between employees and customers at Omah Kebon Resto to understand 

how information is delivered, while interviews were conducted with the owner and employees of the 

restaurant to gain insight into the menu and other needs that support website development. Thus, 

researchers can compile a research framework as shown in Figure 1 below: 

 
Figure 1. Reseach Framework 

2.2.  Research Data 

The data source is the subject from which the data is obtained. In this study, researchers used two 

data sources, which consisted of. 
1. Primary data 

Primary data is data obtained by means of being collected by researchers directly from the main 

source. The primary data sources in this study are menu lists, information, price lists. 
2. Secondary Data 

Secondary data is data collected by researchers from pre-existing sources of information. 

Secondary data is generally in the form of graphs, diagrams, and tables. The secondary data sources in 

this study are various journals as references. 

2.3.  Application Design 
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Can be seen in Figure 2 shows the Use Case diagram of the application made to see the service model 

contained in the system. In the diagram, there are 2 actors, namely employees and customers. Employees 

have a role in inputting the menu available at the wedding organizer, as well as taking care of the status 

of orders that will be sent to customers. In this Use Case diagram, there is a scope of the system being 

developed and serves as a medium for presenting the roles of actors who are outside the box. The role 

of employees is to be able to add menu categories, add menus, view order schedules, view customer 

orders, and send confirmations to customers. Customers can play several roles, such as viewing the 

menu in the application, viewing available information, adding menus to the list, viewing the list in the 

basket, filling out the order schedule, checking out, and viewing the order confirmation status. 

 
Figure 2. Use Case Diagram 

2.4.  System Flows 

In designing this application using flowchart. Flowchart itself is used to show the overall system 

workflow. In general, the flow of the wedding organizer booking system can be seen in Figure 3 below. 

 
Figure 3. Flowchart 

Customers can access the web or app and login. If they do not have an account, they can register first 

before logging in. After login, customers will be directed to the first home page. Here, they can access 

the menu by selecting the desired menu category, and then view the product details and choose to add 

it to the cart. Customers can view products that have been added to the cart and check the status of orders 

that have been checked out. They can also ask questions about the wedding menu via chat and customize 

their profile. Transactions can be made after checkout, and customers will receive a confirmation from 

the wedding after the transaction is completed. On the other hand, employees need to login before 

accessing the wedding menu dashboard. They have the authority to add, delete, and edit wedding 

categories and menus. In addition, employees can view a list of orders that have been placed by 

customers, as well as confirm transaction status. Interaction with customers can also be done through 

the chat feature. 
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UI Interface Development 

At this stage, the next activity carried out is to create a menu display in 

the application. The display that will be made includes the parts needed to 

support the application when used later. Furthermore, this application will 

be built using the Flutter framework. Figure 4, and Figure 5 is the 

application development process using Flutter. 

If all menu components have been completed, the next step is to give a 

name to the application, an explanation of the application details, and the 

use of Firebase services to manage user authentication in the application 

later. 

The application development stage is carried out using VS code which is a type of text editor with 

the addition of the Flutter framework extension. Furthermore, the finished application will be built app, 

so that it can be tested on several Android devices. 

3.  Results and Discussion 

3.1.  Result 

 The results of the application interface can be seen in Figure 6. When the customer/user successfully 

logs in, they will be able to access various content menus in the application. In Figure 7 the wedding 

menu category page separates the wedding menu catalog. On the profile menu, several menus can be 

accessed as in Figure 8. 

 

3.2.  Application Testing 

 At this stage is the final part as found 

in the Case Study method, namely the 

evaluation and discussion section. The 

evaluation stage has the aim of testing 

the application that has been made so that 

it can find out how feasible the 

application can carry out its 

performance. The next stage that will be 

carried out is the creation of a 

questionnaire to determine the level of user 

satisfaction with the application being 

built. The following is Table 1 which 

Figure 4. Application Development Process. Figure 5. Database usage 

Figure 4. Home Page Figure 7. Category Pages 

 

Figure 8. Profile Pages 
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displays the questions from the questionnaire distributed to customers who have tested the application. 

From the incoming questionnaire, 23 participant votes were collected. 

 

Table 1. Questions regarding user satisfaction level 

No Question 

1 What do you think about the display contained in this wedding booking application? 

2 Does this app offer convenience in ordering wedding menus? 

3 Is the app running properly, with no issues experienced? 

4 Does this app help you get wedding menu information more easily? 

5 What do you think about the performance response of this application? 

6 How easy is it to use this app? 

7 Does the app help you to place an order? 

8 Are you satisfied with the features this app offers? 

9 How easy is it for you to place an order on this app? 

10 What do you think about the completeness of the wedding menu provided? 

 

 From the distributed questionnaires, the calculation and compilation results are listed in Table 2 

below. From a total of 23 responses to 10 questions, there are variables A to D, with values of 4 to 1. 

The results are as follows: Option A received 85 votes, Option B received 104 votes, Option C received 

31 votes, and Option D received 9 votes. After conversion into percentages, 37.12% chose A, 45.41% 

chose B, 13.54% chose C, and 3.93% chose D. These results show that the majority of users chose option 

B, signaling a positive response of 45.41%. This indicates that this application can help the efficiency 

of work in the wedding organizer business. Evaluation of the operation and use of the application 

showed that the questionnaire fillers did not find any obstacles and considered the application to run 

well. The information presented and the ease of access to the wedding menu were considered very 

helpful by the questionnaire fillers. Overall, the application's performance was rated as fast and 

responsive by the users. 

 

Table 2. User satisfaction questionnaire results. 

No 

pertanyaan 

Pilihan jawaban total 

A B C D 

1 9 10 3 0 23 

2 7 9 6 1 23 

3 12 8 3 0 23 

4 10 10 2 1 23 

5 17 6 0 0 23 

6 9 12 2 0 23 

7 6 10 5 2 23 

8 8 11 4 0 23 

9 5 17 1 0 23 

10 2 11 5 5 23 
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 The results of the questionnaire showed the majority of users chose option B, indicating significant 

satisfaction with the features of the wedding organizer app. This confirms the importance of research in 

understanding user needs and the potential of technology to improve industry efficiency. However, the 

limitations of the questionnaire need to be recognized in the in-depth understanding of user preferences. 

With the analysis of the questionnaire results, this research provides important insights for technology 

development in the industry, enabling the design of more effective and relevant solutions to improve the 

user experience and efficiency of wedding event organization. 

4.  Conclusion 

Based on the discussion and research results that have been carried out in the process of designing 

an Android mobile-based wedding menu information ordering and accessing application, the use of the 

Case Study model in its implementation is a very useful guide in exploring the dynamics of using this 

application. The evaluation revealed that most customers were satisfied with the app, with 37.12% 

expressing a very positive level of satisfaction and 45.41% expressing a positive level of satisfaction. 

However, there were also some who felt neutral (13.54%) or negative (3.93%) about the app. Thus, the 

potential benefits of this application to the efficiency of placing orders and accessing menu information 

provided by wedding organizer vendors are becoming increasingly clear 

This reinforces the broader impact of this research on the wedding organizer industry. The app not 

only makes it easier for customers to plan weddings, but can also improve the efficiency and quality of 

services provided by wedding organizer vendors. Stakeholders, including vendors, brides-to-be, and 

professionals in the industry, can benefit from the app in improving user experience and operational 

efficiency. 

In this context, recommendations for practitioners and policymakers include efforts to continuously 

improve and update the UI to make the application more interactive and attractive to users. In addition, 

the addition of a web-based system could expand the application's access range. The addition of features 

also needs to be considered in accordance with future development needs, so that this application 

remains relevant and can meet the demands of a growing market. Thus, this research not only contributes 

directly to the development of the application, but also provides useful insights for the development of 

the wedding organizer industry as a whole. 
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Abstract. Sleeps disorders are a common disease overlooked by many people. 

Sleep disorder have many types and kinds and often associated with other severe 

illness such as diabetes, stroke, obesity and many others. Sleep monitors are one 

of many ways to read all parameters related to sleep and detect sleep disorders 

the subject has, however access to sleep monitor still expensive and tough to 

come by. Because of that accessibility, countless development of home sleep 

monitor occured around the world. However, most of that device still hard to 

operate and some of them gives error readings of parameters. Based on this, a 

portable low-cost home sleep monitor was developed using Wemos D1 mini as 

a microcontroller, MAX30102 as an oxygen level sensor, MPU6050 as an 

accelerometer, DS18B20 as a breathing flow sensor, and MAX9814 as a 

microphone. Each of the sensors read and give value to microcontroller and store 

the data to cloud and display the result in user’s gadget. The aim of this 

development is to detect sleep disorders associated with each reading of sensors 

used and determine sleep quality as an early detection of symptoms before 

referring to professional relaled to sleep disorders or doctors. 
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1.  Introduction  

Sleep less than 7 hours per night often associated with risk of obesity, diabetes, stroke, mental 

distress and impairs cognitive performance which indirectly increase the chance of many kinds 

of accidents and loss of productivity caused by hard to focus[1]. The cumulative of sleep loss 

stretch to physical and mental health problems such as reduced memory function, negative 

mood states, obesity, hypertension, and reduced immune response[2]. Lacks of sleeps only has 

negative effect to humans health which result in reduced quality of life, given that facts, total 

of sleep has spiked down compared to 50 years ago, approximately 20% adult around the world 

right now has nocturnal sleep disorders and it affects not only the healths but economicly, sleep 

disorder related treatment and expenditure in the United States costs around US$165 billion per 

year, in comparison treatment of heart failure, stroke, and asthma costs around US$20 to US$80 

billion per year[3]. 

Sleep disorders are more common and problematic than many thought, many countries and 

researcher have tried to solve the problem and have come to a realization which is sleep study 

using sleep monitor. Sleep monitor as its name suggest is monitoring subject in sleep and collect 

data from all kinds of sensors after a few nights of sleep study at hospital or sleep center and 

professional will process the data and figure out any kinds of sleep disorders the subject has 

from all data collected and events happening when subject sleeps. Polysomnography or PSG 

for short is the current standard for measuring sleep, which measure all kind of parameters such 

as EEG, eye movements, muscle activity, heart rate, and breathing rate[4] to monitor individuals 

sleep, which the individuals typically spend the night in sleep laboratory to ensure effective 

sleeping environment and employed by numerous numbers of surface electrode to measure the 

parameter under the surveillance of sleep technician[5]. PSG has many restrictions to ensure 

correct monitoring of subjects which can affects subject’s sleep in many ways and hinder the 

process of sleep study[6]. Sleep study without many restrictions are what many people try to 

invent to ensure as little as possible effect to subject sleeps. Now many inventions have emerged 

and sleep monitoring from home is possible with the main objective of this invention is the 

same as prologue to PSG, detecting early symptoms of common sleep disorder such as sleep 

apnea[7] and excessive daytime sleepiness[8], from there subject can be treated quickly 

according to symptoms or consult with professional such as sleep study center or doctor. 

Early detection of any sign of sleep disorder such as sleep apnea and willi-ekbom disease 

are crucial[9] as the scope of this development heavily depend on that point and user 

friendliness for using the product at home as well as affordable. The significance of proposed 

device are detecting signs of sleep disorder at early stage without disturbing the sleep of user 

and more affordable than going to hospital or sleep center for diagnoses. The proposed device 

give affirmation to user about their sleep habits and the needs to go to hospital or sleep center 

for professional treatments or not. 

2.  Methods 

2.1.  Proposed System 

Home sleep monitor need a few parameters values to determine any kinds of sleep disorders, 

such as breathing flow, movement of body parts, and sounds[10]. Shown in Figure 1, sleep 

monitoring system designed with sensing system to get the parameter values using 

accelerometer, oximeter, microphone, and thermometer with 2 microcontrollers divided as 2 

unit. One of the units with breathing rate sensor and microphone as sound sensor with a 

microcontroller is called mask unit, and the other is called hand unit with heart rate sensor and 
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accelerometer as motion sensor with a microcontroller. Data from all of these sensors will be 

sent to corresponding microcontroller which microcontroller 1 with accelerometer and heart 

rate sensor and microcontroller 2 with microphone and thermometer. After data transfer to 

microcontroller, all data will be sent to database as organized number in tables and displayed 

as graphics. 

Each parameters have a sensors correspondent to each of them. Wemos D1 Mini as 

microcontrollers, MPU6050 for the accelerometer, MAX30102 for the oximeter, DS18B20 as 

the thermometer for breathing flow, and MAX9814 as the microphone. Battery 18650 with 3,7 

Volt and 3000MaH for the power supply with 18650 chargers to replenish the power. 

Wemos D1 Mini is a low-cost and low-power microcontroller that integrated with WiFi and 

Bluetooth based of ESP8266[11]. Chosen for this project because of its affordability and 

function. 

 MPU6050 is an accelerometer sensor which work with low voltage, makes it the suitable 

sensor to capture the acceleration of a body parts attached to it. The parameters to determine the 

acceleration of body parts is 3 axis of sensor positon which is X-axis, Y-axis, Z-axis, from the 3 

positions change’s the sensor calculates it against the time and gives out the acceleration per 

seconds[12]. Restless legs or hand syndroms are the sleep disorder which can be detected by 

data captured with MPU6050 as they measure movement of limbs attached to sensor[13]. 

 MAX30102 is a high sensitivity pulse oximeter sensor able to capture many kinds of 

parameters such as heart rate, oxygen levels, and temperature. The parameters of oxygen level 

can indicate for hypoventilation sleep disorder which the oxygen levels drop and accompanied 

with episode of shallow breaths [14]. 
Microphone by MAX9814 used to capture noises around subject to determine parameters of 

noises that can affect sleep at certain levels. Noises from subject such as snoring can be captured 
too and included in sleep disorders and snoring sound can affects the sleeps as well[14]. 

DS18B20 is a low-cost 1-wire progammable temperature sensor operates within a wide 
temperature range from -55°C to +125°C with a decent accuracy of ±0.5°C. Communication 
with the sensor follows the 1-Wire method, and the temperature data is stored in a 2-byte register 
within the sensor[15]. 

Computer will be connected to the device through WiFi and read the data result from all the 
components mentioned above which all connected to Wemos D1 Mini to operate and gather all 
the parameters. The parameters will be transferred to Google Sheets as database and displayed 
as graph better for analyze and easier understanding. Google sheets is a free, cloud-based 
spreadsheet application provided by Google. It enables users to create and edit on spreadsheets 
seamlessly from any device[16]. It’s used for data analysis, visualization, and record-keeping in 
real time for the proposed device. 

2.2.  Flowchart 

The device utilizes the Arduino IDE as its application platform to program the device to read 

the parameters and connect to WiFi. The device’s flowchart is shown in Fig. 2 and as shown 

the device will boot up and start initialization of the sensors, if the initialization is successful, 

all the sensors will start to boot up and will try to initialize again if the earlier initialization 

failed. The next in flowchart is to connect to network with WiFi and to database, if connected 

successfully the process will go on and the sensors will start to capture data to microcontroller 

and will send it to database through the network, if the device failed to connect to WiFi and 

database then the device need to be restarted and if the same problem keep occurring the code 

for WiFi SSID and password need to be double-checked. The process still going on and the 

data from database will be processed and displayed in the computers in the form of graph. The 

displayed data still need to be manually analyzed as the data don’t have significant difference 

and hard to organize with automated process. Each sensor’s data provides distinct indicators 

of various sleep disorders, with no inter-sensor correlations and calculated to provides user-

friendly graph. 
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Figure 1. Diagram Blocks of Portable Sleep 

Monitoring System 

Figure 2. Device’s Flowchart 

 

 

2.3.  Schematic 

The schematics of the devices is two different unit, shown in Fig. 3, the corresponding sensors 

is the MPU6050 and MAX30102 and 3 pins of 2 which is battery, switch, and LED. The sensors 

will be connected to D1(SCL) and D2(SDA) as the communication pin. Battery connected to 

microcontroller through switch and LED as power indicator for the hand unit. 

Mask unit accompanied with microphone and thermometer and the same battery, switch, 

and LED. As shown in Fig. 4, the microphone connected to A0 to capture analog inputs and 

thermometer connected to D1(SCL) and D2(SDA) as communication pin. Battery connected to 

microcontroller through switch and LED as power indicator for the mask unit. 

 

  
Figure 3. Circuit Schematic Hand Unit. Figure 4. Circuit Schematic Mask Unit. 

 

2.4.  Design Implementation 

The design of device is separated as 2 unit as shown in Fig. 5. Fig. 5 (a) is hand unit will be 

attached to around wrist like a watch and Fig. 5 (b) is mask unit in the form of oxygen mask 

with the device on its bottom and equipped as an oxygen mask should. 
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(a) (b) 

Figure 5. (a) Prototype Design Hand Unit, (b) Prototype Design Mask Unit. 

2.5.  Tool Installation 

All unit will be worn according to each unit design as shown in Fig. 5, all unit designed to be 

easy to use and efficiently gather data from corresponding sensors. Hand unit has a housing of 

square for the wrist and has a housing for the MAX30102 sensor on the finger. Placement of 

MAX3012 sensor for reading need specific body part for the optimal readings, making the 

placement below finger the most suitable[17]. Mask unit has a housing for microcontroller and 

a mask for the sensors to read and gather data. 

3.  Results and Discussion 

3.1.  Oxygen Level Test 

The device will be worn exactly shown before and all data from the sensors will be forwarded 

to microcontroller and will be send to database in the form of oxygen saturation will be send 

too with the same sensor as heartrate where the oxygen levels normaly stays within 95-100% 

for a healthy individual and considered dangerous if the reading stays at below 94%[18]. 

 In Fig. 8, the measurement shows sometimes that the reading below 90% can be considered 

errors according to data only seconds of reading below 90% then back to around 95-100%. In 

the span of 2-4 hours of reading the sensors, the reading from sensors shows some error but 

overall stable reading of a healthy individuals. In Fig. 9 shown the validation of data between 

oxymeter and sensors MAX30102 measuring oxygen level and from 1 minute of data gathering, 

shows different value of 1-2% in SpO2[19]. 
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Figure 6. Measurement of Oxygen Levels from MAX30102. 

 
Figure 7. Data validation using Oxymeter. 

3.2.  Motions Test 

The same unit as above, motion test uses MPU6050 as the sensor and transfer the data to 

microcontroller and then it forwarded to database in the form of x, y, and z axis value and 

determine the motion of subject’s hand which wear the device. Many motions detected in sleeps 

considered as a sleep disorder where it can disrupt sleep quality[20]. The measurement shown 

in Fig. 10 shows almost no movement from 3 axises of subject 1 and 2, except for movement 

at early sleep and subject 3 shows more movement than 2 other subjects. 3 subjects move rarely 

according to data reading and can be inferred as no disruption to sleep quality [8]. 

 

 
Figure 8. X, Y, and Z axises Measurement from MPU6050. 

3.3.  Breathing and Sound Test 

This test consists of sound data from microphone of MAX9814 and temperature data from 

thermometer sensor of D18B20. The sound data just came in raw input, the louder the sound 

is, the sensor will read it as higher value. In Fig. 11, the sounds detected can shows loud 
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noises especially over 200 and as shown in Fig. 11, the loud sounds can disrupt the sleep 

quality [8]. 

 
Figure 9. Measurement from MAX9814. 

 

Breathing test uses thermometer to determine the pace of breathing of subject from the 

changes in value of sensors in reading the heat from breath. Shown in Fig. 11, the changes not 

really big and will stay around the same value if the pace of breathing is stable. The big changes 

in value show a change in pace of breathing as well but can’t be determined if it change to 

rapidly taking a breath or stopping for a while. 

 
Figure 10. Measurement from DS18B20. 

 

4.  Conclusion 

Sleeping disorders have many kinds and all types of symptoms. Early detection from these 

symptoms can prevent other illnesses to struck after countless night of bad quality sleeps. A 

device to address this issue to detects early symptoms before taking the matter to a professional 

or a doctor for more advance examination has been developed. The device consisted of 2 

microcontroller and 4 sensors of MAX30102 oxygen levels sensors, MPU6050 accelerometer, 

MAX9814 microphone module, and DS18B20 thermometer. The experiment was conducted 3 

times with same environment of sleep and 3 individuals. The results still shown signs of 

unstable reading which can be improved in the future by improvement in sensors qualities, more 

experiment conducted, and coordination with professional to calculate and compare more data 

to get higher accuracy and stable reading. Improvement of this caliber cannot be done as 

limitation of time and subject, expert to consult, and the objective itself to create affordable 

home sleep monitor became the main of many reasons. 

References 

[1] Y. Liu, A. G. Wheaton, D. P. Chapman, T. J. Cunningham, H. Lu, and J. B. Croft, 

“Prevalence of Healthy Sleep Duration among Adults,” Lead Vis. Inf. Spec., vol. 65, 

no. 6, pp. 137–141, 2016, [Online]. Available: http://www.cdc.gov/ 

[2] L. Exelmans and J. Van den Bulck, “Sleep Research: A Primer for Media Scholars,” 

Health Commun., vol. 34, no. 5, pp. 519–528, 2019. 

[3] Q. Pan, D. Brulin, and E. Campo, “Current Status and Future Challenges of Sleep 

Monitoring Systems: Systematic Review,” JMIR Biomed. Eng., vol. 5, no. 1, p. 

e20921, 2020, doi: 10.2196/20921. 

[4] S. Zarrabian et al., “Structured Clinical Interview for DSM-5—Research Version 

(SCID-5 for DSM-5, Research Version; SCID-5-RV),” Drug Alcohol Depend., vol. 33, 

no. 1, pp. 90–106, 2018, [Online]. Available: 

http://dx.doi.org/10.1038/npp.2017.158%0Ahttps://doi.org/10.1016/j.brainres.2019.02.



02402025-08 

 

026%0Ahttps://academic.oup.com/sleep/article-

lookup/doi/10.5665/sleep.3142%0Ahttp://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cm

d=Retrieve&db=PubMed&dopt=Citation&list_uids=1 

[5] A. S. Bahammam, E. Alanbay, N. Alrajhi, and A. H. Olaish, “The success rate of split-

night polysomnography and its impact on continuous positive airway pressure 

compliance,” Ann. Thorac. Med., vol. 10, no. 4, pp. 274–278, 2015. 

[6] I. M. Rosen et al., “Clinical use of a home sleep apnea test: An updated American 

academy of sleep medicine position statement,” J. Clin. Sleep Med., vol. 14, no. 12, pp. 

2075–2077, 2018, doi: 10.5664/jcsm.7540. 

[7] L. In and S. Quiz, “Sleep Apnea What it is , its risk factors , its health impacts , and 

how it can be treated What Is Sleep Apnea ?,” pp. 1–13, 2023. 

[8] National Sleep Foundation, “Managing Excessive Daytime Sleepiness: Its causes and 

consequences, and how it’s diagnosed and treated,” pp. 1–8, 2023. 

[9] F. M. Ter Heege et al., “The clinical relevance of early identification and treatment of 

sleep disorders in mental health care: Protocol of a randomized control trial,” BMC 

Psychiatry, vol. 20, no. 1, pp. 1–10, 2020, doi: 10.1186/s12888-020-02737-3. 

[10] J. G. Claudino et al., “Which parameters to use for sleep quality monitoring in team 

sport athletes? A systematic review and meta-analysis,” BMJ Open Sport Exerc. Med., 

vol. 5, no. 1, pp. 1–13, 2019, doi: 10.1136/bmjsem-2018-000475. 

[11] Einstronic, “Wemos D1 Mini,” no. July, pp. 1–8, 2017. 

[12] R. C. Cholakian, “Narrative structure in rabelais and the question of the authenticity of 

the cinquieme livre,” Fr. Stud., vol. 33, no. 1, pp. 1–12, 1979, doi: 

10.1093/fs/XXXIII.1.1. 

[13] A. K. Reimers, V. Heidenreich, H. J. Bittermann, G. Knapp, and C. D. Reimers, 

“Accelerometer-measured physical activity and its impact on sleep quality in patients 

suffering from restless legs syndrome,” BMC Neurol., vol. 21, no. 1, pp. 1–10, 2021, 

doi: 10.1186/s12883-021-02115-w. 

[14] K. Saleem, I. S. Bajwa, N. Sarwar, W. Anwar, and A. Ashraf, “IoT Healthcare: Design 

of Smart and Cost-Effective Sleep Quality Monitoring System,” J. Sensors, vol. 2020, 

2020, doi: 10.1155/2020/8882378. 

[15] Dallas, “DS18B20 Programmable Resolution 1-Wire Digital Thermometer,” Datasheet 

DS18B20, pp. 1–27, 2018. 

[16] T. DeBell, L. Goertzen, L. Larson, W. Selbie, J. Selker, and C. Udell, “OPEnS hub: 

Real-time data logging, connecting field sensors to google sheets,” Front. Earth Sci., 

vol. 7, no. May, pp. 1–6, 2019, doi: 10.3389/feart.2019.00137. 

[17] G. Basaranoglu, M. Bakan, T. Umutoglu, S. U. Zengin, K. Idin, and Z. Salihoglu, 

“Comparison of SpO2 values from different fingers of the hands,” Springerplus, vol. 4, 

no. 1, pp. 2–4, 2015, doi: 10.1186/s40064-015-1360-5. 

[18] World Health Organization, “Pulse Oximetry Training Manual,” World Heal. Organ., 

pp. 7–8, 2011. 

[19] J. Fu and N. Wang, “A Practical Attribute-Based Document Collection Hierarchical 

Encryption Scheme in Cloud Computing,” IEEE Access, vol. 7, no. 5, pp. 36218–

36232, 2019, doi: 10.1109/ACCESS.2019.2905346. 

[20] G. U. I. De, “Healthy Sleep.,” Lancet, vol. 216, no. 5578, pp. 198–199, 2005, doi: 

10.1016/S0140-6736(01)09093-6. 

 



 


	Depan .pdf (p.1)
	First page Vol6 No2.pdf (p.2-6)
	1. Nurul Istiqamah.pdf (p.7-15)
	2. Alwahab.pdf (p.16-23)
	3. Julius Immanuel Theo Krisna.pdf (p.24-31)
	4. Clivent Gerhard Sondakh.pdf (p.32-37)
	5. Muchamad Taufiq Anwar.pdf (p.38-45)
	6. Anshar Daud.pdf (p.46-54)
	7. Laskar Alam.pdf (p.55-62)
	8. Zeni Rahmawati.pdf (p.63-70)
	9. Muhammad Fajar Rifai.pdf (p.71-79)
	10. Akwan Maroso.pdf (p.80-87)
	11. Jonathan Albert Uswary.pdf (p.88-96)
	12. Zahra Nasywari Firdantara.pdf (p.97-104)
	13. Adelliya Dewi Saputri.pdf (p.105-113)
	14. Dinita Kusumasari.pdf (p.114-121)
	15. Danang Setiawan.pdf (p.122-132)
	16. Octarizal Kristanto.pdf (p.133-140)
	17. Festo Renza Ardhana Putra.pdf (p.141-148)
	18. Feri Ardiansyah.pdf (p.149-154)
	19. Khairun Nisa Cipta Hapsari.pdf (p.155-162)
	20. Mohammad Salva Afifi.pdf (p.163-171)
	21. Muhammad Wildan Arif.pdf (p.172-179)
	22. Siti Susianti.pdf (p.180-188)
	23. Dwi Sugiarto.pdf (p.189-202)
	24. Rafif Mahirssa.pdf (p.203-210)
	25. Pramudita Hanggara.pdf (p.211-218)
	Belakang.pdf (p.219)

